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From reviews of Climate Change Reconsidered 2009:

“With its emphasis on natural variability as a cause for the recent climate changes, it is a must-have for serious climate
scientists who should not just rely on the IPCC Fourth Assessment Report alone to get the full picture of our current state of
knowledge (and what is not known) about climate and climate change.”

Anthony R. Lupo, Ph.D.
University of Missouri-Columbia

“Their scholarly analysis brings some much-needed realism (and good old-fashioned common sense) to the climate change
debate. Highly informative, Climate Change Reconsidered ought to be required reading for scientists, journalists,
policymakers, teachers and students. It is an eye-opening read for everyone else (concerned citizens, taxpayers, etc.). In
short ... this book is highly recommended!”

William Mellberg
Author, Moon Missions

“I've been waiting for this book for twenty years. It was a long wait, but I’'m not disappointed. Climate Change
Reconsidered is a tour de force. It takes on all the alleged evidences of catastrophic, manmade global warming and
demonstrates, patiently and clearly, why they fail to support the conclusion.”

E. Calvin Beisner, Ph.D.
Cornwall Alliance for the Stewardship of Creation

“I strongly recommend this book to any individual who seriously wants to understand the science of climate, the effects of
climate change on human health, or who needs to make decisions about policy related to greenhouse gas regulations. It
should be in every library for education on these questions, as it is the best and most complete work on these subjects of its

type.”

Howard Maccabee, Ph.D., M.D.
Alamo, California

“One of the most significant climate science documents ever produced. Coming to conclusions diametrically opposed to
those of the Intergovernmental Panel on Climate Change (IPCC), the new Nongovernmental International Panel on Climate
Change (NIPCC) report is essential reading for all politicians, or at least those who want to develop policies that actually
benefit their countries and the environment.”

Tom Harris
International Climate Science Coalition

“The reports of the NIPCC and of the IPCC are very important reading for the public.... The former, an independent
assessment of the claims of the latter, appears to be based on sound interpretations of solid scientific observations. One
doctor is telling us that we have cancer and there is no hope (unless we kill ourselves to stop it). The other doctor has a
second opinion which says maybe the symptoms are being misinterpreted; maybe we should pay more attention to actual
observations and alternative explanations based on sound principles. Climate Change Reconsidered is must reading.”

Ronald A. Wells, Ph.D.
University of California, Berkeley (retired)
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Foreword

The Heartland Institute is pleased to partner once
again with the Science and Environmental Policy
Project and the Center for the Study of Carbon
Dioxide and Global Change on a report that makes a
serious contribution to the global debate over the
causes and consequences of climate change.

Events since our last collaboration, the
publication of Climate Change Reconsidered in 2009
(hereafter NIPCC-1), have made this new report
necessary while also making the earlier report look
prescient. This foreword briefly recaps how the global
warming debate has changed in just the past two
years.

Recanting Alarmists, Climategate

Mike Hulme (2009), a professor of climate change in
the School of Environmental Sciences at the
University of East Anglia and a contributor to the
Intergovernmental Panel on Climate Change (IPCC),
published in 2009 a book that contained admissions
of uncertainty rarely voiced by insiders of the climate
change research community. Hulme wrote, “the three
guestions examined above—What is causing climate
change? By how much is warming likely to
accelerate? What level of warming is dangerous?—
represent just three of a number of contested or
uncertain areas of knowledge about climate change”
(p. 75).

Hulme also admitted, “Uncertainty pervades
scientific predictions about the future performance of
global and regional climates. And uncertainties
multiply when considering all the consequences that
might follow from such changes in climate” (p. 83).
On the subject of the IPCC’s credibility, he admitted
it is “governed by a Bureau consisting of selected
governmental representatives, thus ensuring that the

Panel’s work was clearly seen to be serving the needs
of government and policy. The Panel was not to be a
self-governing body of independent scientists” (p.
95).

These are all basic “talking points” of global
warming realists, which invariably result in charges
of “denial” and “industry shill” when expressed by
someone not in the alarmist camp. To see them
written by Hulme reveals how the debate has
changed.

Just months after Hulme’s book was released, a
large cache of emails was leaked by someone at the
Climatic Research Unit at the University of East
Anglia. “Climategate,” as it has come to be known,
revealed deliberate efforts by leading scientific
supporters of the IPCC, and of climate alarmism more
generally, to hide flaws in their evidence and analysis,
keep “skeptics” from appearing in peer-reviewed
journals, and avoid sharing their data with colleagues
seeking to replicate their results (Bell, 2011;
Sussman, 2010; Montford, 2010). The emails reveal
that important data underlying climate policy are
missing or have been manipulated.

In February 2010, the BBC’s environment analyst
Roger Harrabin posed a series of written questions to
Philip D. Jones, director of the Climatic Research
Unit (CRU) at the University of East Anglia and the
person responsible for maintaining the TPCC’s all-
important climate temperature records (BBC, 2010).
Jones appeared to back away from many of the
foundational positions of the IPCC, admitting for
example:

e The rates of global warming from 1860-1880,
1910-1940 and 1975-1998, and 1975-2009 “are
similar and not statistically significantly different
from each other.”
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e The temperature trend for the period 1995 to 2009
“is positive, but not significant at the 95%
significance level.”

e When asked, “When scientists say “the debate on
climate change is over”, what exactly do they mean
— and what don’t they mean?” Jones replied, “It
would be supposition on my behalf to know
whether all scientists who say the debate is over are
saying that for the same reason. | don’t believe the
vast majority of climate scientists think this. This is
not my view. There is still much that needs to be
undertaken to reduce uncertainties, not just for the
future, but for the instrumental (and especially the
palacoclimatic) past as well.”

Climategate was followed by a series of revelations
that many of the key “findings” of the Fourth
Assessment Report of the IPCC (IPCC-AR4) relied
on non-peer-reviewed sources, sometimes little more
than the newsletters of environmental advocacy
groups. As a result, IPCC had to retract claims about
Amazon rain forests, African crop harvests,
Himalayan glaciers, trends in disaster losses, flooding
in Bangladesh, and more. Evidence of these errors
and more could be readily found in Climate Change
Reconsidered, but the British media apparently
preferred to “discover” and announce the errors in
their own way. The media also ignored an excellent
audit of all 18,531 references cited in the AR4 that
found 5,587—nearly one-third—were not peer-
reviewed (Laframboise et al., 2008).

Global Warming Politics

The Climategate affair was followed by the messy
global conference in Copenhagen in December 2009.
It became evident that there was no political will to
continue drastic restrictions on greenhouse gas
emissions after the Kyoto Protocol expires in 2012.
Developing nations, led by China and India, made it
clear they did not intend to hamstring their economies
by energy restrictions based on uncertain scientific
justifications. Of course, smaller developing countries
are quite happy to receive further financial subsidies
from industrialized nations for the sake of “saving the
climate.” This drive for subsidies will continue even
if there is no successor to Kyoto.

Political leaders in European nations continue to
mouth support for climate alarmism, but that support
appears to be crumbling in the face of a financial
crisis, the high price and small impact of renewable
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energy sources, and the refusal by the United States,
China, and India to participate in an emissions control
regime. Japan, Canada, and Russia are abandoning
negotiations for a future Kyoto Protocol, while there
is still uncertainty in Australia. But one thing is
certain: The Kyoto Protocol is dead.

At national and state levels in the United States,
there have been major changes since 2009. The
United States has never ratified the Kyoto Protocol,
but there have been unilateral efforts to impose
similar mandates. Those efforts peaked in 2009 when
a Democrat-controlled House of Representatives
passed a cap-and-trade bill. The November 2009
elections, however, put an end to Democratic control
of the House, and more.

Republicans gained more seats in the House than
in any election since 1938, leaving Democrats with
the party’s fewest seats in the House since 1946. Even
more important in terms of its impact on climate
change policy were Republican gains at the state
level. A record number of freshmen state
legislators—1,765 out of 7,300—were elected.
Republicans replaced Democrats in eight governors’
mansions and at least 675 seats in state legislatures.
The number of Republican governors rose from 22 to
29, and the number of states with Republican
majorities in both houses rose from 14 to 26.

The political realignment in the United States,
combined with the slowest economic recovery among
the world’s developed countries, means there is little
chance of passing cap-and-trade legislation or a treaty
for the coming two years, and probably longer. The
White House and Environmental Protection Agency
(EPA) seek to impose equivalent restrictions on the
economy by the Clean Air Act, but EPA’s
“endangerment finding,” necessary if the agency is to
proceed in its regulatory efforts, is being challenged
in the courts on the grounds that it is based on faulty
IPCC science. Appeals are likely to continue into
2012. Meanwhile, the Republican majority in the
House is doing what it can to restrict appropriations to
EPA that would be used to implement greenhouse gas
regulations.

InterAcademy Council Audit of IPCC

In 2010, the Amsterdam-based InterAcademy Council
(IAC), a scientific body composed of the heads of
national science academies around the world,
revealed crippling flaws in the IPCC’s peer-review
process. The IAC reported (InterAcademy Council,
2010) that IPCC lead authors fail to give “due
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consideration ... to properly documented alternative
views” (p. 20), fail to “provide detailed written
responses to the most significant review issues
identified by the Review Editors” (p. 21), and are not
“consider[ing] review comments carefully and
document[ing] their responses” (p. 22).

The IAC found “the IPCC has no formal process
or criteria for selecting authors” and “the selection
criteria seemed arbitrary to many respondents” (p.
18). Government officials appoint scientists from
their countries and “do not always nominate the best
scientists from among those who volunteer, either
because they do not know who these scientists are or
because political considerations are given more
weight than scientific qualifications” (p. 18).

The rewriting of the Summary for Policy Makers
by politicians and environmental activists—a problem
called out by global warming realists for many years,
but with little apparent notice by the media or
policymakers—is plainly admitted, perhaps for the
first time by an organization in the “mainstream” of
alarmist climate change thinking. “[M]any were
concerned that reinterpretations of the assessment’s
findings, suggested in the final Plenary, might be
politically motivated,” the auditors wrote, and the
scientists they interviewed commonly found the
Synthesis Report “too political” (p. 25).

Note especially this description by the IAC of
how the “consensus of scientists” is actually obtained
by the IPCC:

Plenary sessions to approve a Summary for
Policy Makers last for several days and
commonly end with an all-night meeting. Thus,
the individuals with the most endurance or the
countries that have large delegations can end up
having the most influence on the report (p. 25).

Another problem documented by the IAC that was
noted in NIPCC-1 is the use of phony “confidence
intervals” and estimates of “certainty” in the
Summary for Policy Makers (pp. 27-34). We knew
this was make-believe, almost to the point of a joke,
when we first saw it in 2007. Work by J. Scott
Armstrong (2006) on the science of forecasting makes
it clear scientists cannot simply gather around a table
and vote on how confident they are about some
prediction, and then affix a number to it such as “80%
confident.” Yet this is how the IPCC proceeds. The
IAC authors say it is “not an appropriate way to
characterize  uncertainty” (p. 34), a huge

understatement. Unfortunately, the IAC authors
recommend an equally fraudulent substitute, called
“level of understanding scale,” which is mush-mouth
for “consensus.”

The IAC authors warn, also on p. 34, that
“conclusions will likely be stated so vaguely as to
make them impossible to refute, and therefore
statements of ‘very high confidence’ will have little
substantive value.”

Finally, in a discussion of conflict of interest and
disclosure, the IAC noted, “the lack of a conflict of
interest and disclosure policy for IPCC leaders and
Lead Authors was a concern raised by a number of
individuals who were interviewed by the Committee
or provided written input ... about the practice of
scientists responsible for writing IPCC assessments
reviewing their own work. The Committee did not
investigate the basis of these claims, which is beyond
the mandate of this review” (p. 46). Too bad, because
these are both big issues and their presence in the
report is an admission of more structural problems
with the IPCC.

New Survey of Climate Scientists

German scientists Dennis Bray and Hans von Storch
(2010) released their latest international survey of
climate scientists in 2010. The survey, which was
actually conducted in 2007, consisted of 120
questions. Typical is question 1la, which asked
scientists to rank “data availability for climate change
analysis” on a scale from 1 (“very inadequate”) to 7
(“very adequate™). More respondents said “very
inadequate” (1 or 2) than “very adequate” (6 or 7),
with most responses ranging between 3 and 5. About
40 percent scored it a 3 or less. This single question
and its answers imply that we need to know more
about how climates actually work before we can
predict future climate conditions.

The roughly bell-shaped distribution of answers is
repeated for about a third of the 54 questions
addressing scientific issues (as opposed to opinions
about the IPCC, where journalists get their
information, personal identification with
environmental causes, etc.). Answers to the other
questions about science were divided almost equally
between distributions that lean toward skepticism and
those that lean toward alarmism. What this means is
that for approximately two-thirds of the questions
asked, scientific opinion is deeply divided, and in half
of those cases, most scientists disagree with positions

Vi
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that are at the foundation of the alarmist case. This
survey certainly shows no consensus on the science
behind the global warming scare.

The questions for which most scientists give
alarmist answers are those that ask for an opinion
about the “big picture,” such as “How convinced are
you that climate change poses a very serious and
dangerous threat to humanity?” These questions ask
about beliefs and convictions, not discrete scientific
facts or knowledge. When asked questions about
narrower scientific matters, scientists seem quick to
admit their uncertainty.

This survey, like previous ones done by Bray and
von Storch, provided a fascinating look at cognitive
dissonance in the scientific community. When asked,
majorities of climate scientists say they do not believe
the scientific claims that underlie the theory and
predictions of catastrophic anthropogenic climate
change, yet large majorities of those same scientists
say they nevertheless believe in the theory and its

oseph L. Bast
President
The Heartland Institute
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Preface

This 2011 Interim Report from the Nongovernmental
International Panel on Climate Change (hereafter
NIPCC-IR 2011) presents an overview of research on
climate change that has appeared since publication of
Climate Change Reconsidered: The 2009 Report of
the Nongovernmental International Panel on Climate
Change (ldso and Singer, 2009, hereafter NIPCC-1).
Research published before 2009 is included if it did
not appear in the 2009 report or provides context for
the new research. Nearly all of the research
summarized here appeared in peer-reviewed science
journals.

The current report was coauthored by a team of
scientists recruited and led by Craig D. ldso, Robert
M. Carter, and S. Fred Singer. Significant
contributions were provided by the lead authors and
contributors identified on the title page. This team of
scientists has been working since the release of
NIPCC-1 on a new report currently scheduled for
release in 2013. A second interim report, similar to
the current report, is planned for 2012.

Being an interim compilation of research rather
than a comprehensive assessment, this volume has not
been formally peer reviewed. Peer review, as it has
come to be exercised in the climate change debate, is
controversial and difficult to define (Wegman et al.,
2006). The InterAcademy Council (2010), for
example, documented shortcomings in the process
used by the Intergovernmental Panel on Climate
Change (IPCC) for peer review of its Fourth
Assessment Report (2007) (AR4), yet the IPCC
continues to claim its reports were peer-reviewed. We
will not make a similar mistake.

About NIPCC

NIPCC is what its name suggests: an international
panel of nongovernment scientists and scholars who
have come together to understand the causes and
consequences of climate change. Because we are not

predisposed to believe climate change is caused by
human greenhouse gas emissions, we are able to look
at evidence the IPCC ignores. Because we do not
work for any governments, we are not biased toward
the assumption that greater government activity is
necessary.

Our motivation remains the same as we reported
in the preface to NIPCC-1:

We donated much of our time and best efforts to
produce this report out of concern that the IPCC
was provoking an irrational fear of
anthropogenic  global warming based on
incomplete and faulty science. ... While there is
nothing wrong with initiatives to increase energy
efficiency or diversify energy sources, they
cannot be justified as a realistic means to control
climate. Neither does science justify policies that
try to hide the huge cost of greenhouse gas
controls, such as cap and trade, a “clean
development mechanism,” carbon offsets, and
similar schemes that enrich a few at the expense
of the rest of us.

Seeing science clearly misused to shape
public policies that have the potential to inflict
severe economic harm, particularly on low-
income groups, we choose to speak up for
science at a time when too few people outside
the scientific community know what is
happening, and too few scientists who know the
truth have the will or the platforms to speak out
against the IPCC.

NIPCC began as an informal “Team B” of persons
who attended a meeting in Milan in 2003 organized
by S. Fred Singer and the Science and Environmental
Policy Project (SEPP). Their purpose was to produce
an independent evaluation of the available scientific
evidence in anticipation of the release of the IPCC’s
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AR4. The organization was activated after the AR4
“Summary for Policy Makers” appeared in February
2007, and it organized an international climate
workshop in Vienna in April 2007.

In 2008, SEPP partnered with The Heartland
Institute to publish Nature, Not Human Activity, Rules
the Planet (Singer 2008). In 2009, SEPP and The
Heartland Institute partnered with the Center for the
Study of Carbon Dioxide and Global Change to
produce NIPCC-1, the first comprehensive rebuttal of
the IPCC’s previous reports. That report, with
contributions by 37 scientists and spanning the entire
breadth of issues addressed by the IPCC, marked a
decisive turning point in the global debate over
climate change.

The three organizations that now constitute
NIPCC decided so much new research was being
produced, much of it critical of the alleged
“consensus” in favor of belief in catastrophic
anthropogenic global warming, that annual “interim
reports” would be necessary prior to the release of
NIPCC-2. Hence, the appearance of the current
volume.

New Science

The Executive Summary, which follows the Table of
Contents, briefly summarizes the contents of the ten
chapters of this report. On the most important issue,
the IPCC’s claim that “most of the observed increase
in global average temperatures since the mid-
twentieth century is very likely due to the observed
increase  in  anthropogenic  greenhouse  gas
concentrations [emphasis in the original],” we once
again reach the opposite conclusion, that natural
causes are very likely to be dominant. Once again, we
stress that we are not saying anthropogenic
greenhouse gases (GHG) cannot produce some
warming or have not in the past. Our conclusion is

that the evidence shows they are not playing a
substantial role.

On the related question of the effects global
warming might have on human health and the natural
environment, we find the latest available research
shows a warmer world would be a safer and healthier
world for humans and wildlife alike. Climate change
will continue to occur, regardless of whether human
emissions contribute to the process, and some of those
effects may be positive and some negative for human
health and wildlife in different areas of the world. But
the net effect of continued warming and rising carbon
dioxide concentrations in the atmosphere is most
likely to be beneficial to humans, plants, and wildlife.

Looking Ahead

Since NIPCC-1 was published in 2009, scientific
opinion, politics, and informed public opinion have
shifted toward the realism presented in that volume.
Other factors, including the lack of global warming
and the economic recession in the United States, have
contributed to growing skepticism about the scientific
claims made by the IPCC.

One should not underestimate, however, the
resources or momentum of the powerful interest
groups that knowingly or unknowingly exaggerate the
human role in climate. Some of these groups have
financial stakes in maintaining climate alarmism—
they include investors in “renewable energy” (solar
and wind), producers of biofuels such as ethanol,
financial houses and analysts, and of course
environmental advocacy groups.

Our hope is that this report will help
policymakers and politicians make rational decisions
on climate policy and energy policy based on real
science, not all-night plenary sessions. We are
confident such decisions will advance economic
development, expand job creation, and improve
standards of living for all nations.

L B, CStpsFred Stz

Craig D. Idso, Ph.D. Robert M. Carter; PR.D.
q["Rﬁeﬁ:ﬁ Fellow

James Cook University

Queensland, Australia

Chairman, Center for the
Study of Carbon Dioxide and
Global Change
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S. Fred Singer, Ph.D.
President

Science and Environmental
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Executive Summary

This volume presents an overview of the research on
climate change that has appeared since publication of
Climate Change Reconsidered: The 2009 Report of
the Nongovernmental International Panel on Climate
Change (ldso and Singer, 2009, hereafter NIPCC-1).
Research published before 2009 is included if it did
not appear in the 2009 report or provides context for
the new research. Nearly all of the research
summarized here appeared in peer-reviewed science
journals.

The current report was coauthored by a team of
scientists recruited and led by Craig D. Idso, Robert
Carter, and S. Fred Singer. Significant contributions
were provided by the lead authors and contributors
identified on the title page. This team of scientists has
been working since the release of NIPCC-1 on a new
comprehensive report currently scheduled for release
in 2013. Being an interim compilation of research
rather than a comprehensive assessment, this volume
has not been formally peer-reviewed.

On the most important issue, the IPCC’s claim
that “most of the observed increase in global average
temperatures since the mid-twentieth century is very
likely due to the observed increase in anthropogenic
greenhouse gas concentrations [emphasis in the
original],” we once again reach the opposite
conclusion, that natural causes are very likely to be
dominant. Once again, we stress we are not saying
anthropogenic greenhouse gases (GHG) cannot
produce some warming or have not in the past. Our
conclusion is that the evidence shows they are not
playing a substantial role.

On the related question of the effects global
warming might have on human health and the natural
environment, we find the latest available research
shows a warmer world would be a safer and healthier
world for humans and wildlife alike. Climate change
will continue to occur, regardless of whether human
emissions contribute to the process, and some of those
effects may be positive and some negative for human
health and wildlife in different areas of the world. But

the net effect of continued warming and rising carbon
dioxide concentrations in the atmosphere is most
likely to be beneficial to humans, plants, and wildlife.

The report is divided into ten chapters that are
briefly summarized here, and then more fully
described in the remainder of this summary.

Chapter 1 describes problems that may be
intrinsic to the global climate modeling exercise,
followed by more detailed documentation of model
shortcomings involving precipitation, temperature, El
Nifio/Southern Oscillation (ENSO), and soil moisture.
We find evidence that the models over-estimate the
amount of warming that occurred during the twentieth
century and fail to incorporate chemical and
biological processes that may be as important as the
physical processes employed in the models. The
models often diverge so greatly in their assumptions
and findings that they cannot be said to validate each
other, nor can such discordant projections be
combined to produce meaningful averages.

Chapter 2 summarizes the latest research on what
is known about forcings and feedbacks. While rising
levels of atmospheric carbon dioxide (CO,) would
increase global temperatures through its thermal
radiative properties, all else being equal, all else is not
equal. More CO, promotes more plant growth both on
land and throughout the surface waters of the world’s
oceans, and this vast assemblage of plant life has the
ability to affect Earth’s climate in several ways,
almost all of them tending to counteract the heating
effects of CO,’s thermal radiative forcing.

Chapter 3 reviews the latest research on
paleoclimatology and recent temperatures, finding
new evidence that the Medieval Warm Period of
approximately 1,000 years ago, when there was about
28 percent less CO, in the atmosphere than there is
currently, was both global and warmer than today’s
world. Research also reveals a significant period of
elevated air temperatures that immediately preceded
the Little Ice Age, during a time that has come to be
known as the Little Medieval Warm Period. Other
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researchers have documented a decade-long cooling
period following the record heat of 1998.

Chapter 4 reports the latest observations on
changes in the cryosphere, oceans, precipitation, and
rivers and streamflow, comparing those observations
to projections made by the IPCC. The new research
finds less melting of ice in the Arctic, Antarctic, and
on mountaintops than previously feared, no sign of
acceleration of sea-level rise in recent decades, no
trend over the past 50 years in changes to the Atlantic
meridional overturning circulation (MOC), and no
changes in precipitation patterns or river flows that
could be attributed to rising CO; levels.

Chapter 5 compares observations concerning
extreme weather, such as floods, droughts, storms,
and hurricanes, to projections made by the IPCC.
Researchers have found extreme and destructive
rainfall events were more common in many parts of
the world during the Little Ice Age than they have
been subsequently, contradicting the forecasts of the
IPCC. Regional climate models of North America
generate predictions that vary considerably among
models and extend well beyond the realm of reality.
Similarly, the frequency and severity of floods,
droughts, and hurricanes all appear to be determined
by natural processes other than anthropogenic climate
change.

Chapter 6 compares observations regarding the
fate of terrestrial animals to projections made by the
IPCC. The IPCC assumes temperatures will rise so
rapidly that many animal species will not be able to
migrate poleward in latitude or upward in elevation
rapidly enough to avoid extinction. New research and
observational data contradict this assumption, finding
instead that amphibians, birds, butterflies, other
insects, lizards, mammals, and even worms benefit
from global warming and its myriad ecological
effects.

Chapter 7 reviews new research on the effects of
rising  temperatures and  atmospheric  CO;
concentrations on plants and soils. It confirms
NIPCC’s earlier finding that plants benefit from both
trends and increase the amount of carbon they
sequester in woody tissue and root systems. Rising
temperatures and atmospheric CO, concentrations, by
increasing crop yields, will play a major role in
averting hunger and ecological destruction in the
future.

Chapter 8 examines research on the effects of
rising  temperature and  atmospheric  CO,
concentrations on aquatic life. While some corals

exhibit a propensity to bleach and die when sea
temperatures rise, others exhibit a positive
relationship between calcification, or growth, and
temperature. The latest research suggests corals and
other forms of aquatic life have effective adaptive
responses to climate change enabling them to flourish
despite or even because of climate change.

Chapter 9 finds global warming is more likely to
improve rather than harm human health because
rising temperatures lead to a greater reduction in
winter deaths than the increase they cause in summer
deaths. The result is a large net decrease in human
mortality. Climate plays a relatively small role in the
spread of viral and vector-borne diseases, which
suggests continued warming would not increase the
incidence of diseases. Higher atmospheric CO,
concentrations tend to increase the production of plant
nutrients with direct medicinal value, such as
antioxidants that protect cells from the damaging
effects of oxidation.

Chapter 10 presents data on the economic effects
of the global warming of the twentieth century, errors
in how the IPCC conducts its impact analyses, and
recent studies concerning biofuels and the
relationship between climate and war and social
unrest. It finds decades-long empirical trends of
improving human well-being according to measures
that are climate-sensitive, such as hunger, poverty
rates, and deaths due to extreme weather events. The
IPCC  systematically underestimates  society’s
adaptive capacity by failing to take into account the
greater wealth and technological advances that will be
present at the time for which impacts are to be
estimated. Even in worst-case scenarios, mankind will
be much better off in the year 2100 than it is today,
and therefore able to adapt to whatever challenges
climate change presents.

Key Findings By Chapter

Chapter 1. Climate Models and Their
Limitations

e Climate models over-estimate the amount of
warming that occurred during the twentieth
century, fail to incorporate chemical and biological
processes that may be as important as the physical
processes employed in the models, and often
diverge so greatly in their assumptions and findings
that they cannot be said to validate each other.
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e Climate models fail to correctly simulate future
precipitation due to inadequate model resolution on
both wvertical and horizontal spatial scales, a
limitation that forces climate modelers to
parameterize the large-scale effects of processes
that occur on smaller scales than their models are
capable of simulating. This is particularly true of
physical processes such as cloud formation and
cloud-radiation interactions.

e The internal variability component of climate
change is strong enough to overwhelm any
anthropogenic temperature signal and generate
global cooling periods (between 1946 and 1977)
and global warming periods (between 1977 and
2008), yet models typically underestimate or leave
out entirely this component, leading to unrealistic
values of climate sensitivity.

e Climate models fail to predict changes in sea
surface temperature and ElI Nifio/Southern
Oscillation (ENSO) events, two major drivers of
the global climate. There has been little or no
improvement to the models in this regard since the
late-1990s.

e Climate models typically predict summer
desiccation of soil with higher temperatures, but
real-world data show positive soil moisture trends
for regions that have warmed during the twentieth
century. This is a serious problem since accurate
simulation of land surface states is critical to the
skill of weather and climate forecasts.

e While climate models produce a wide range of
climate sensitivity estimates based on the
assumptions of their builders, estimates based on
real-world measurements find that a doubling of
the atmosphere’s CO, concentration would result in
only a 0.4° or 0.5° C rise in temperature.

Chapter 2. Forcings and Feedbacks

o All else being equal, rising levels of atmospheric
CO, would increase global temperatures through its
thermal radiative properties. But CO, promotes
plant growth both on land and throughout the
surface waters of the world’s oceans, and this vast
assemblage of plant life has the ability to affect
Earth’s climate in several ways, almost all of them

tending to counteract the heating or cooling effects
of CO;’s thermal radiative forcing.

e The natural environment is a major source of
atmospheric aerosols, the output of which varies
with temperature and CO, concentrations. Aerosols
serve as condensation nuclei for clouds, and clouds
affect Earth’s energy budget through their ability to
reflect and scatter light and their propensity to
absorb and radiate thermal radiation. The cooling
effect of increased emissions of aerosols from
plants and algae is comparable to the warming
effect projected to result from increases in
greenhouse gases.

e Similarly, warming-induced increases in the
emission of dimethyl sulfide (DMS) from the
world’s oceans would offset much or all of the
effects of anthropogenic warming.

e New evidence points to a larger role for solar
forcing than the IPCC has acknowledged. Likely
mechanisms include perturbation of ocean currents,
tropospheric zonal mean-winds, and the intensity of
cosmic rays reaching the Earth.

e The IPCC underestimated the warming effect of
chloroflourocarbons (CFCs) prior to their gradual
removal from the atmosphere following the
implementation of the Montreal Protocol in 2000.
This could mean CO, concentrations played a
smaller role in the warming prior to that year, and
could help explain the global cooling trend since
2000.

e Other forcings and feedbacks about which little is
known (or acknowledged by the IPCC) include
stratospheric water vapor, volcanic and seismic
activity, and enhanced carbon sequestration.

Chapter 3. Paleoclimate and Recent
Temperature

e Evidence of a Medieval Warm Period (MWP)
approximately 1,000 years ago, when there was
about 28 percent less CO, in the atmosphere than
there is currently, would show there is nothing
unusual, unnatural, or unprecedented about recent
temperatures. Such evidence is now overwhelming.
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o New evidence not reported in NIPCC-1 finds the
Medieval Warm Period occurred in North America,
Europe, Asia, Africa, South America, Antarctica,
and the Northern Hemisphere. Despite this
evidence, Mann et al. (2009) continue to understate
the true level of warming during the MWP by
cherry-picking proxy and instrumental records.

e Research from locations around the world reveals a
significant period of elevated air temperatures that
immediately preceded the Little Ice Age, during a
time that has come to be known as the Little
Medieval Warm Period.

e Recent reconstructions of climate history find the
human influence does not stand out relative to
other, natural causes of climate change. While
global warming theory and models predict polar
areas would warm most rapidly, the warming of
Greenland was 33 percent greater in magnitude in
1919-1932 than it was in 1994-2007, and
Antarctica cooled during the second half of the
twentieth century.

e Perlwitz et al. (2009) reported “a decade-long
decline (1998-2007) in globally averaged
temperatures from the record heat of 1998” and
noted U.S. temperatures in 2008 “not only declined
from near-record warmth of prior years, but were in
fact colder than the official 30-year reference
climatology ... and further were the coldest since at
least 1996.”

e New research disputes IPCC’s claim that it has
ferreted out all significant influences of the world’s
many and diverse urban heat islands from the
temperature databases they use to portray the
supposedly unprecedented warming of the past few
decades.

Chapter 4. Observations and Projections:
Cryosphere, Ocean Dynamics, and Hydrology

e The continent-wide snow and ice melting trend in
Antarctica since 1979, when routine measurement
of the phenomenon via space-borne passive
microwave radiometers first began, has been
negligible. New research also shows the West
Antarctic Ice Sheet (WAIS) is more stable than
previously thought.

o After doubling during the early 2000s, annual ice

discharge from the Greenland Ice Sheet slowed
dramatically beginning in 2006, the result of
negative feedback that mitigates against fast loss of
ice in a warming climate. Scientists have concluded
present-day melting rates ‘“‘are not exceptional
within the last 140 years” and “are not necessarily
the result of anthropogenic-related warming”
(Wake et al., 2009).

Glaciers on mountaintops and in mountain valleys
have been retreating since the end of the Little Ice
Age and there is little evidence the rate of their
retreat increased in the twentieth century. Scientists
have ruled out any role for rising local air
temperature in the loss of ice from the top of Mt.
Kilimanjaro, identifying changes in atmospheric
moisture due to logging and agriculture at the foot
of the mountain as the cause.

Mean sea level has risen at a constant rate over the
past 114 years, even though the air’s CO,
concentration rose about 3.8 times faster over the
second half of that period as during the first half.
The aerial fertilization effect of CO, stimulates
biogenic  contributions to marsh elevation,
counterbalancing sea-level rise. Other studies find
“no evidence of large-scale reductions in island
area” and “reef islands are geomorphically resilient
landforms that thus far have predominantly
remained stable or grown in area over the last 20—
60 years” (Webb and Kench, 2010).

No trend has been found over the past 50 years in
changes to the Atlantic meridional overturning
circulation (MOC), despite predictions by the IPCC
that warming would disrupt this important system
of heat transportation through ocean basins.

No changes in precipitation patterns, snow,
monsoons, or river flows that might be considered
harmful to human well-being or plants or wildlife
have been observed that could be attributed to
rising CO, levels. What changes have been
observed tend to be beneficial.
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avoid extinction. New research and observational
data contradict this assumption.

Chapter 5. Observations and Projections:
Extreme Weather

Researchers have found extreme and destructive
rainfall events were more common in many parts of
the world during the Little Ice Age than they have
been subsequently, contradicting the forecasts of
the IPCC. Regional climate models of North
America  generate  predictions that vary
considerably among models and extend well
beyond the realm of reality.

Flood frequency and severity in many areas of the
world were higher historically during the Little Ice
Age and other cool eras than during the twentieth
century. Climate change ranks well below other
contributors, such as dikes and levee construction,
to increased flooding.

Droughts are not becoming more frequent, more
severe, or longer-lasting. For example, droughts in
the central U.S. since 1895 have not been as severe
or as long as earlier droughts, with three of the top
ten most severe droughts occurring in the late
sixteenth century.

Hurricane frequency does not fluctuate linearly
with global temperatures. Researchers find “no
significant [tropical cyclone] trend remains using
either an 1878 or a 1900 starting point” (Landsea et
al.,, 2009). Hurricane frequency during the
Medieval Warm Period was equivalent to or even
greater than that of the recent past.

Similarly, wildfire frequency and intensity does not
increase linearly with global temperatures. The
incidence of large forest fires has decreased during
the past 150 years in Canada and Russia. Human
adaptation during the industrial age appears to have
overpowered any natural tendency toward
increased wildfires.

Chapter 6. Terrestrial Animals

e The basis of the IPCC’s forecasts of impending
extinctions and range retractions is an assumption
that temperatures will rise so rapidly that many
animal species will not be able to migrate poleward
in latitude or upward in elevation rapidly enough to

The shortcomings associated with  models
predicting the impact of climate on distributions of
species “are so numerous and fundamental that
common ecological sense should caution us against
putting much faith in relying on their findings for
further extrapolations” (Dormann, 2007).

Empirical data on amphibians, birds, butterflies,
other insects, lizards, mammals, and even worms
find global warming and its myriad ecological
effects more often expand than contract animal
habitats, ranges, and populations. Many species
thrive with warmer temperatures, and while
southern borders of ranges may remain stable,
northern borders move poleward into previously
uninhabitable regions.

The net effect of climate change on the spread of
parasitic and vector-borne diseases is complex and
likely to be unpredictable. Rising temperatures
increase the mortality rates as well as the
development rates of many parasites of veterinary
importance, and temperature is only one of many
variables that influence the range of viruses and
other sources of diseases.

Chapter 7. Terrestrial Plants and Soils

e “The IPCC’s failure to report the beneficial effects

of rising CO, concentrations is surprising when
literally thousands of peer-reviewed journal articles
exist on the subject. It is also a major defect of the
IPCC report and one reason why it is not a reliable
summary of the science of climate change”
(NIPCC-1).

Extensive research shows plants sequester greater
amounts of carbon in woody biomass, including
roots, as CO, concentrations rise. For most species
studied and in most conditions, this sequestration
does not slow or stop with the passage of time.
Old-growth forests, for example, can sequester
carbon for multiple centuries.

Higher atmospheric CO, concentrations benefit
plant growth-promoting microorganisms that help
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land plants overcome drought conditions, a
potentially negative aspect of future climate
change. Continued atmospheric CO, enrichment
should prove to be a huge benefit to plants by
directly enhancing their growth rates and water use
efficiencies.

Increased plant growth leads to higher emissions of
isoprene, a highly reactive  non-methane
hydrocarbon that is responsible for the production
of tropospheric ozone, which in turn is harmful to
plant and animal life. Between 1901 and 2002,
climate change at the global scale was responsible
for a 7 percent increase in isoprene emissions.
However, rising atmospheric CO, caused a more-
than-offsetting 21 percent reduction in those
emissions. Combined with anthropogenic cropland
expansion, global isoprene emissions fell 24
percent during the twentieth century (Lathiere et
al., 2010).

Rising temperatures and atmospheric CO,
concentrations, by increasing crop yields, will play
a major role in averting hunger without the taking
of new land and water from nature. For a nominal
doubling of the air’s CO, concentration, for
example, the productivity of Earth’s herbaceous
plants rises by 30 to 50 percent and the productivity
of its woody plants rises by 50 to 80 percent or
more. In addition, atmospheric CO, enrichment
typically increases plant nutrient and water use

quickly from bleaching events as well as damage
from cyclones.

Bleaching and other signs of coral distress
attributed to global warming are often due to other
things, including rising levels of nutrients and
toxins in coastal waters caused by runoff from
agricultural activities on land and associated
increases in sediment delivery.

The IPCC expresses concern that rising
atmospheric CO, concentrations are lowering the
pH values of oceans and seas, a process called
acidification, and that this could harm aquatic life.
But the drop in pH values that could be attributed
to CO, is tiny compared to natural variations
occurring in some ocean basins as a result of
seasonal variability, and even day-to-day variations
in many areas. Recent estimates also cut in half the
projected pH reduction of ocean waters by the year
2100 (Tans, 2009).

Real-world data contradict predictions about the
negative effects of rising temperatures, rising CO,
concentrations, and falling pH on aquatic life.
Studies of algae, jellyfish, echinoids, abalone, sea
urchins, and coral all find no harmful effects
attributable to CO, or acidification.

efficiency. Chapter 9. Human Health Effects

e Global warming is more likely to improve rather
Chapter 8. Aquatic Life than harm human health because rising

o While some corals exhibit a propensity to bleach
and die when sea temperatures rise, others exhibit a
positive relationship between calcification, or
growth, and temperature. “Such variable bleaching
susceptibility implies that there is a considerable
variation in the extent to which coral species are
adapted to local environmental conditions”
(Maynard et al., 2008).

The latest research suggests corals have effective
adaptive responses to climate change, such as
symbiont shuffling, that allow reefs in some areas
to flourish despite or even because of rising
temperatures. Coral reefs have been able to recover

temperatures lead to a greater reduction in winter
deaths than the increase they cause in summer
deaths. The result is a large net decrease in human
mortality.

Climate plays a relatively small role in the spread
of viral and vector-borne diseases, which suggests
continued warming would not increase the
incidence of diseases. Much bigger players include
population growth (of both humans and domestic
animals), armed conflicts, displaced populations,
urbanization, and lack of reliable water systems.

Higher atmospheric CO, concentrations tend to
increase the production of plant nutrients with
direct medicinal value, such as antioxidants that
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protect cells from the damaging effects of
oxidation. This effect has been found in wheat,
Chinese broccoli, spinach, grapes, and thyme.

Chapter 10. Economic and Other Policy
Implications

o Decades-long empirical trends of climate-sensitive
measures of human well-being, including the
percent of developing world population suffering
from chronic hunger, poverty rates, and deaths due
to extreme weather events, reveal dramatic
improvement during the twentieth century,
notwithstanding  the  historic  increase in
atmospheric CO, concentrations.

o The magnitude of the impacts of climate change on
human  well-being depends on  society’s
adaptability  (adaptive capacity), which is
determined by, among other things, the wealth and
human resources society can access in order to
obtain, install, operate, and maintain technologies
necessary to cope with or take advantage of climate
change impacts. The [IPCC systematically
underestimates adaptive capacity by failing to take
into account the greater wealth and technological
advances that will be present at the time for which
impacts are to be estimated.

e Even accepting the IPCC’s and Stern Review’s
worst-case scenarios, and assuming a compounded
annual growth rate of per-capita GDP of only 0.7
percent, reveals that net GDP per capita in
developing countries in 2100 would be double the
2006 level of the U.S. and triple that level in 2200.
Thus, even developing countries’ future ability to
cope with climate change would be much better
than that of the U.S. today.

e The IPCC’s embrace of biofuels as a way to reduce
greenhouse gas emissions was premature, as many
researchers have found “even the best biofuels have
the potential to damage the poor, the climate, and
biodiversity” (Delucchi, 2010). Biofuel production
consumes nearly as much energy as it generates,
competes with food crops and wildlife for land, and
is unlikely to ever meet more than a small fraction
of the world’s demand for fuels.

e The notion that global warming might cause war
and social unrest is not only wrong, but even
backwards — that is, global cooling has led to wars
and social unrest in the past, whereas global
warming has coincided with periods of peace,
prosperity, and social stability.
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Introduction

To commemorate the publication of the 100th volume
of the journal Climatic Change, Norman Rosenberg
(Rosenberg, 2010) was asked to contribute an
overview paper on progress that had occurred since
the journal’s inception in the interrelated areas of
climate change, agriculture, and water resources.
Rosenberg accepted, and at the valedictory age of 80,
he did it quite admirably.

He began by noting the “overarching concern” of
the volumes he edited was “to gain understanding of
how climatic change affects agricultural production,
unmanaged ecosystems and water resources; how
farmers, foresters and water managers can strengthen
these sectors against the negative impacts of climatic
change and capitalize on positive impacts if any; how
they can adapt to impacts that cannot be so modified
or ameliorated and how they can contribute directly
or indirectly to mitigation of anthropogenic climatic
change—as, for example, through soil carbon
sequestration and the production of biomass to
substitute in part for the fossil fuels that are adding
CO, to the atmosphere.”

Rosenberg wrote in his closing paragraph, it
seems difficult to say with assurance that the ‘state-
of-the-art’ in projecting climatic change impacts on
agriculture and water resources and unmanaged
ecosystems is, today, that much better than it was 30
years ago,” noting that “the uncertainty and lack of
agreement in GCMs [global climate models] is still
too great.” He reported, “much can and has been
learned about possible outcomes,” but “for actual
planning and policy purposes we are still unable to
assure those who need to know that we can forecast
where, when and how much agriculture (as well as
unmanaged ecosystems and water resources) will be
affected by climatic change.”

A similarly pessimistic commentary on the state
of climate modeling appeared in 2010 in Nature
Reports Climate Change. Kevin Trenberth, head of
the Climate Analysis Section of the National Center
for Atmospheric Research in Boulder, Colorado
(USA), wrote that one of the major objectives of
upcoming climate modeling efforts will be to develop
“new and better representations of important climate
processes and their feedbacks.” The new work,
Trenberth wrote, should increase “our understanding
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of factors we previously did not account for ... or even
recognize.”

In expressing these sentiments, Rosenberg and
Trenberth gave voice to the concerns of many
scientists who are skeptical of the reliability of
GCMs. This is not “denial.” Trenberth, at least, would
deny being a “skeptic” of the theory of anthropogenic
global warming. It is, rather, the humility of true
scientists who—attempting to comprehend the
complexity of the world of nature and its innermost
workings—are well aware of their own limitations
and those of all seekers of such truths. Although
much has been learned, as Rosenberg and Trenberth
outline in their respective essays, what is known pales
in comparison to what is required “for actual planning
and policy purposes,” as Rosenberg describes it, or
“certainty” as Trenberth puts it.

This sense of humility is no more, and no less,
than what the authors of this chapter seek to
communicate. The first section briefly describes
problems that may be intrinsic to the global climate
modeling exercise. It is followed by more detailed
documentation of model shortcomings involving
precipitation,  temperature, El  Nifio/Southern
Oscillation (ENSO), and soil moisture. We remind the
reader that this is only a compilation of recent
research on these topics, and little effort has been
expended to make sustained arguments.
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1.1 Intrinsic Problems with Models

To introduce the topic of intrinsic problems with
GCMs, consider a paper that fails to recognize any
such problems. Published in the Proceedings of the
National Academy of Sciences of the United States of
America and written by Susan Solomon (a cochair of
the IPCC’s Working Group 1 when AR4 was
produced) and three coauthors, it claims to show that
“climate change that takes place due to increases in
carbon dioxide concentration is largely irreversible
for 1,000 years after emissions stop” (Solomon et al.,
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2009). In the virtual world of computer-run climate
models, that may be the case, but that need not be true
of the real world.

The four scientists set forth three criteria they say
should be met by the modeled climatic parameters
they study: “(i) observed changes are already
occurring and there is evidence for anthropogenic
contributions to these changes, (ii) the phenomen[a]
[are] based upon physical principles thought to be
well understood, and (iii) projections are available
and are broadly robust across models.”

Real-world data provide little or no support for
the first criterion. The global warming of the past few
decades was part of a much longer warming trend that
began in many places throughout the world a little
over three centuries ago (about 1680) with the
dramatic “beginning of the end” of the Little Ice Age
(LIA, see Figure 1.1 below), well before there was
any significant increase in the air’s CO, content. This
observation suggests a continuation of whatever
phenomenon—or combination of phenomena—may
have caused the greater initial warming may have
caused the lesser final warming, the total effect of
which has been to transport the Earth from the chilly
depths of the Little Ice Age into the relative balminess
of the Current Warm Period.

Climate history will be discussed in greater detail
in Chapter 3, but it is useful to note here that Earth’s
current temperature is no higher now (and may be
slightly less) than it was during the peak warmth of
the Medieval Warm Period (MWP), when there was
more than 100 ppm less CO, in the air than there is
today. Consequently, since the great MWP-to-LIA
cooling occurred without any significant change in
the atmosphere’s CO, concentration, the opposite
could occur just as easily, and the planet could warm,
and by an equal amount—ijust as it actually did over
the past three centuries—without any help from an
increase in the atmosphere’s CO, content.

Regarding Solomon et al.’s second criterion, the
studies reported in this chapter will show that there
are non-modeled chemical and biological principles
that may be equally as important as the physical
principles employed in the models. The phenomena
are simply not as “well understood” as Solomon et al.
claim. A highly selective reading of the literature is
required to miss the repeated admissions by leading
researchers of the uncertainty and outright ignorance
of underlying processes that undermine the reliability
of GCMs.
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Figure 1.1. The mean relative temperature history of the Earth (blue, cool; red, warm) over the past two
millennia—adapted from Loehle and McCulloch (2008)—highlighting the Medieval Warm Period (MWP) and Little
Ice Age (LIA), together with a concomitant history of the atmosphere’s CO, concentration (green).

Regarding Solomon et al.’s third criterion, many
computer model projections are indeed “available and
are broadly robust across models.” But these models
often diverge so greatly in their assumptions and in
their specific spatial and temporal findings that they
cannot be said to validate each other, nor can such
discordant projections be combined to produce
meaningful averages. Many studies have found that
real-world data contradict what the models say should
be occurring. To say such models are “robust” is
wishful thinking.

A good example of an admission of the wide
range of uncertainty that undermines GCMs appears
in Woollings (2010):

The spread between the projections of different
models is particularly large over Europe, leading
to a low signal-to-noise ratio. This is the first of
two general reasons why European climate
change must be considered especially uncertain.
The other is the long list of physical processes
which are very important for defining European

climate in particular, but which are represented
poorly in most, if not all, current climate models.

Woollings cites several examples of key atmospheric
processes affecting the climate of Europe that models
currently do not simulate well, noting that (1) the
location of the jet stream over northern Europe in
most models diverges from reality, (2) zonal flow is
biased too far south in most models, (3) the models
can’t simulate or explain the North Atlantic
Oscillation with sufficient magnitude to match
historical data, and (4) heat waves and droughts, such
as the summer 2010 Moscow heat wave and fires, are
caused by blocking, which is a process the models are
currently unable to simulate.

In addition, for several key processes the models
produce widely varying predictions. The atmospheric
circulation response to warming in climate models,
for example, is highly variable, as is the change in
storm intensity, the projected change in the jet stream,
and changes in temperature. And it is particularly
noteworthy that Europe is predicted to warm less than

11
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most Northern Hemisphere sites due to the slowing of
the Gulf Stream providing reduced northward heat
transport. As a result of such findings it is easy to
recognize that current climate models are unable to
achieve the degree of accuracy in the details of
atmospheric circulation that are critical to replicating
current weather events, such as droughts, heat waves,
and major storms in Europe. Thus, any assertion that
these events can be forecast 100 years in the future
under a changed climate is simply false, and claims
about negative impacts of climate change in Europe
are based upon no specific modeling skill.

The rest of this section presents four specific
problems that may be intrinsic to GCMs: their
treatment of aerosols, atmospheric blocking, chaotic
systems, radiation, and tropospheric humidity, and
how to reconcile divergent models.
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1.1.1 Aerosols

The treatment of aerosols by GCMs is a major
limitation on their reliability. Mishchenko et al.
(2009) write, “because of the global nature of aerosol
climate forcings, satellite observations have been and
will be an indispensable source of information about
aerosol characteristics for use in various assessments
of climate and climate change,” and “there have been
parallel claims of unprecedented accuracy of aerosol
retrievals with the moderate-resolution imaging
spectroradiometer (MODIS) and multi-angle imaging
spectroradiometer (MISR).”

If both aerosol retrieval systems are as good as
they have been claimed to be, they should agree on a
pixel-by-pixel  basis as well as globally.
Consequently, and noting that “both instruments have
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been flown for many years on the same Terra
platform, which provides a unique opportunity to
compare fully collocated pixel-level MODIS and
MISR aerosol retrievals directly,” Mishchenko et al.
decided to see how they compare in this regard by
analyzing eight years of such data.

The six scientists from NASA’s Goddard Institute
for Space Studies report finding what they describe as
“unexpected significant disagreements at the pixel
level as well as between long-term and spatially
averaged aerosol properties.” In fact, they write, “the
only point on which both datasets seem to fully agree
is that there may have been a weak increasing
tendency in the globally averaged aerosol optical
thickness (AOT) over the land and no long-term AOT
tendency over the oceans.” As a result, the bottom
line for the NASA scientists is quite succinct: “Our
new results suggest that the current knowledge of the
global distribution of the AOT and, especially,
aerosol  microphysical  characteristics  remains
unsatisfactory.” And since this knowledge is
indispensable “for use in various assessments of
climate and climate change,” it would appear that
current assessments of greenhouse gas forcing of
climate made by the very best models in use today are
deficient.

In a contemporaneous study, Haerter et al. (2009)
write that future projections of climate “have been—
for a given climate model—derived using a ‘standard’
set of cloud parameters that produce realistic present-
day climate.” However, they write, “there may exist
another set of parameters that produces a similar
present-day climate but is more appropriate for the
description of climate change,” and, “due to the high
sensitivity of aerosol forcing (F) to cloud parameters,
the climate projection with this set of parameters
could be notably different from that obtained from the
standard set of parameters, even though the present-
day climate is reproduced adequately.” This state of
affairs suggests that replication of the present-day
climate is no assurance that a climate model will
accurately portray Earth’s climate at some future
time.

To get a better idea of the magnitude of
uncertainty associated with this conundrum, Haerter
et al. used the ECHAMS5 atmospheric general
circulation model (GCM), which includes
parameterizations of direct and first indirect aerosol
effects, to determine what degree of variability in F
results from reasonable uncertainties associated with
seven different cloud parameters. These are the
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entrainment rate for shallow convection, the
entrainment rate for penetrative convection, the cloud
mass flux above the non-buoyancy level, the
correction to asymmetry parameter for ice clouds, the
inhomogeneity parameter for liquid clouds, the
inhomogeneity parameter for ice clouds, and the
conversion efficiency from cloud water to
precipitation. When they had completed their
analyses, the four researchers reported “the
uncertainty due to a single one of these parameters
can be as large as 0.5 W/m®” and “the uncertainty due
to combinations of these parameters can reach more
than 1 W/m%” As for the significance of their
findings, they write, “these numbers should be
compared with the sulfate aerosol forcing of -1.9
W/m? for the year 2000, obtained using the default
values of the parameters.”

Due to these large parametric uncertainties, we
apparently do not know the mean sulfate aerosol
forcing component of Earth’s top-of-the-atmosphere
radiative budget to within anything better than + 50%.
In addition, Haerter et al. note that structural
uncertainties, such as “uncertainties in aerosol
sources, representation of aerosols in models,
parameterizations that relate aerosols and cloud
droplets to simulate the indirect aerosol effect, and in
cloud schemes” lead to an overall uncertainty in F of
approximately + 43%, as per the most recent IPCC
estimates. In reality, therefore, we probably do not
know the current atmosphere’s aerosol radiative
forcing to anything better than + 100%, which does
not engender confidence in our ability to simulate
earth’s climate very far into the future with state-of-
the-art climate models.
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1.1.2 Atmospheric Blocking

A phenomenon that is not often discussed in climate
change studies is atmospheric blocking, a situation
that develops when there is a stationary ridge of high
pressure in the mid-latitude jet stream. This
phenomenon is typically associated with unusually
warm and dry weather in areas where these high-
pressure ridges form, and cooler or wetter conditions
upstream and downstream of where they occur. Some
recent examples of blocking and its impact on
regional weather are: (1) the Western European heat
wave of 2003, (2) the extreme heat in Russia in 2010
and the downstream flooding in Pakistan, and (3) the
cold temperatures over most of North America and
Europe during December 2010.

In investigating this phenomenon, Kreienkamp et
al. (2010) used National Centers for Atmospheric
Research re-analyses to examine the occurrence of
blocking events over Europe since the 1950s, using a
well-known blocking index (Tibaldi and Molteni,
1990). They then employed the atmospheric general
circulation model (ECHAM) used by the IPCC in an
effort to determine how well the models were able to
simulate such blocking. Lastly, they examined two
climate warming scenarios (A1B and B1) for the
twenty-first century in order to infer whether blocking
will become more or less common in the twenty-first
century based on model projections.

With respect to the re-analysis data, Kreienkamp
et al. found little evidence of a statistically significant
trend over the period 1951-2007 apart from a weak
decrease in the European region, which decrease
suggests extreme weather events caused by blocking
events have probably also declined. With respect to
model simulations, they found the models showed
little change in the frequency, seasonality, or
interannual variability of blocking for the Atlantic/
European region as a whole but a significant decrease
in Central European region frequency.

Although we are cautious about placing too much
emphasis on model projections, this finding is also
good news, for it suggests the number of heat waves
and/or cold waves that can be attributed to
atmospheric blocking will not increase for the
Atlantic/European region during the twenty-first
century. In fact, the model output suggests fewer of
these occurrences and/or a shorter duration of such
events.
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1.1.3 Climate as a Chaotic System

The ability of atmosphere-ocean GCMs to predict the
climatic effects of human alterations of greenhouse
gases and other factors cannot be tested directly with
respect to a point in time a hundred years in the
future. However, it is still possible to ask—and
determine—whether those models can in principle
make such predictions to a reasonable degree of
accuracy. One way to evaluate this ability is to
consider the effects of errors in system initial values.
If a system is well-behaved, small initial errors will
lead to small future errors, or even damped responses.
In a chaotic system, on the other hand, small initial
errors will cause trajectories to diverge over time; and
for such a system (or model), true predictability is
low to nonexistent.

In a study addressing initial value errors, Collins
(2002) used the HadCM3 model, the output of which
at a given date was used as the initial condition for
multiple runs in which slight perturbations of the
initial data were used to assess the effect of a lack of
perfect starting information, as can often occur in the
real world. The results of the various experimental
runs were then compared to those of the initial control
run, assuming the degree of correlation of the results
of each perturbed run with those of the initial run is a
measure of predictability.

As a result of these operations, Collins found
“annual mean global temperatures are potentially
predictable one year in advance” and “longer time
averages are also marginally predictable five to ten
years in advance.” In the case of ocean basin sea
surface temperatures, it was additionally found that
coarse-scale predictability ranges from one year to
several years. But for land surface air temperature and
precipitation, and for the highly populated northern
land regions, Collin concludes, “there is very little
sign of any average potential predictability beyond
seasonal lead times.”
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1.1.4 Radiation

Eisenman et al. (2007) wused two standard
thermodynamic models of sea ice to calculate
equilibrium Arctic ice thickness based on simulated
Arctic cloud cover derived from 16 different general
circulation models (GCMs) that were evaluated for
the IPCC’s Fourth Assessment Report. Their results
indicated there was a 40 Wm™ spread among the 16
models in terms of their calculated downward long-
wave radiation, for which both sea ice models
calculated an equilibrium ice thickness ranging from
1.0 to more than 10.0 meters. However, they note that
the mean 1980-1999 Arctic sea ice thickness
simulated by the 16 GCMs ranged from only 1.0 to
3.9 meters, a far smaller inter-model spread. Hence,
they say they were “forced to ask how the GCM
simulations produce such similar present-day ice
conditions in spite of the differences in simulated
downward longwave radiative fluxes.”

Answering their own question, the three
researchers observe that “a frequently used approach”
to resolving this problem “is to tune the parameters
associated with the ice surface albedo” to get a more
realistic answer. “In other words,” they continue,
“errors in parameter values are being introduced to
the GCM sea ice components to compensate
simulation errors in the atmospheric components.”

In consequence of the above findings, the three
researchers conclude, “the thinning of Arctic sea ice
over the past half-century can be explained by
minuscule changes of the radiative forcing that cannot
be detected by current observing systems and require
only exceedingly small adjustments of the model-
generated radiation fields” and, therefore, “the results
of current GCMs cannot be relied upon at face value
for credible predictions of future Arctic sea ice.”

In another pertinent study, Andronova et al.
(2009) “used satellite-based broadband radiation
observations to construct a continuous 1985-2005
record of the radiative budget components at the top
of the atmosphere (TOA) for the tropical region
(20°S-20°N)” and then (1) “derived the most
conservative estimate of their trends” and (2)
“compared the interannual variability of the net
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radiative fluxes at the top of the tropical atmosphere
with model simulations from the Intergovernmental
Panel on Climate Change fourth assessment report
(AR4) archive available up to 2000.”

The three researchers found “the tropical system
became both less reflective and more absorbing at the
TOA” and, “combined with a reduction in total
cloudiness (Norris, 2007), this would mean the
tropical atmosphere had recently become more
transparent to incoming solar radiation, which would
allow more shortwave energy to reach earth’s
surface.” Second, they found “none of the models
simulates the overall ‘net radiative heating’ signature
of the earth’s radiative budget over the time period
from 1985-2000.”

With respect to the first of their findings and the
associated finding of Norris (2007), Andronova et al.
state these observations “are consistent with the
observed near-surface temperature increase in recent
years,” which provides an independent validation of
the TOA radiation measurements. With respect to
their second finding, however, the failure of all of the
AR4 climate models to adequately simulate the TOA
radiation measurements discredits the models. The
combination of these two conclusions suggests the
historical rise in the air’s CO, content has likely
played a next-to-negligible role in the post-Little Ice
Age warming of the world.
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1.1.5 Tropospheric Humidity

Paltridge et al. (2009) write, “water vapor feedback in
climate models is large and positive” and “the various
model representations and parameterizations of
convection, turbulent transfer, and deposition of latent
heat generally maintain a more-or-less constant

relative humidity (i.e., an increasing specific humidity
g) at all levels in the troposphere as the planet
warms,” and that this “increasing q amplifies the
response of surface temperature to increasing CO, by
a factor or 2 or more.” Consequently, knowledge of
how @ responds to atmospheric warming is of
paramount importance to the task of correctly
predicting how air temperatures respond to increasing
CO, concentrations. Paltridge et al. explored this
important subject by determining trends in relative
and specific humidity at various levels in the
atmosphere based on reanalysis data of the National
Centers for Environmental Prediction (NCEP) for the
period 1973-2007.

The three researchers report, “the face-value 35-
year trend in zonal-average annual-average specific
humidity q is significantly negative at all altitudes
above 850 hPa (roughly the top of the convective
boundary layer) in the tropics and southern
midlatitudes and at altitudes above 600 hPa in the
northern midlatitudes.” Given these findings,
Paltridge et al. conclude “negative trends in g as
found in the NCEP data would imply that long-term
water vapor feedback is negative—that it would
reduce rather than amplify the response of the climate
system to external forcing such as that from
increasing atmospheric CO,.”
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1.1.6 Reconciling Divergent Models
Reifen and Toumi (2009) note, “with the ever
increasing number of models, the question arises of
how to make a best estimate prediction of future
temperature change.” That is to say, which model
should one use? With respect to this question, they
note, “one key assumption, on which the principle of
performance-based selection rests, is that a model
which performs better in one time period will
continue to perform better in the future.” In other
words, if a model predicts past climate fairly well, it
should predict future climate fairly well. The
principle sounds reasonable enough, but is it true?
Reifen and Toumi examined this question “in an
observational context” for what they describe as “the
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first time.” Working with the 17 climate models
employed by the IPCC in its Fourth Assessment
Report, they determined how accurately individual
models, as well as various subsets of the 17 models,
simulated the temperature history of Europe, Siberia,
and the entire globe over a selection period (such as
1900-1919) and a subsequent test period (such as
1920-1939), asking whether the results for the test
period are as good as those of the selection period.
They followed this procedure while working their
way through the entire twentieth century at one-year
time-steps for not only 20-year selection and test
intervals but also for 10- and 30-year intervals.

The two researchers could find “no evidence of
future prediction skill delivered by past performance-
based model selection,” noting, “there seems to be
little persistence in relative model skill.” As for why
this was so, they speculated, “the cause of this
behavior is the non-stationarity of climate feedback
strengths,” which they explain by stating “models that
respond accurately in one period are likely to have the
correct feedback strength at that time,” but “the
feedback strength and forcing is not stationary,
favoring no particular model or groups of models
consistently.”

Given such findings, the U.K. physicists conclude
their analysis of the subject by stating, “the common
investment advice that ‘past performance is no
guarantee of future returns’ and to ‘own a portfolio’
appears also to be relevant to climate projections.”
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1.2. Precipitation
Correctly simulating future precipitation has proved
an extremely difficult task for modelers. One reason
for the lack of success in this area is inadequate
model resolution on both vertical and horizontal
spatial scales, a limitation that forces climate
modelers to parameterize the large-scale effects of
processes that occur on smaller scales than their
models are capable of simulating. This is particularly
true of physical processes such as cloud formation
and cloud-radiation interactions.

A good perspective on the cloud-climate
conundrum was provided by Randall et al. (2003),
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who state at the outset of their review of the subject
that “the representation of cloud processes in global
atmospheric models has been recognized for decades
as the source of much of the uncertainty surrounding
predictions of climate variability.” Yet despite what
they called the “best efforts” of the climate modeling
community, they had to acknowledge that “the
problem remains largely unsolved.” What is more,
they suggested that “at the current rate of progress,
cloud parameterization deficiencies will continue to
plague us for many more decades into the future,”
which has important implications for predicting
precipitation-related events such as floods and
droughts.

In describing some of these deficiencies, Randall
et al. stated, “our understanding of the interactions of
the hot towers [of cumulus convection] with the
global circulation is still in a fairly primitive state,”
and not knowing all that much about what goes up,
it’s not surprising the climate modelers don’t know
much about what comes down, as they report
“downdrafts are either not parameterized or crudely
parameterized in large-scale models.”

The situation is no better with respect to
stratiform clouds. Randall et al. describe the
modelers’  parameterizations as  “very rough
caricatures of reality.” The models do not account for
interactions between convective and stratiform
clouds. During the 1970s and ’80s, Randall et al.
report, “cumulus parameterizations were extensively
tested against observations without even accounting
for the effects of the attendant stratiform clouds.”
Even at the time of their study (2003), in fact, they
had to report that the concept of cloud detrainment
was “somewhat murky” and that conditions that
trigger detrainment are “imperfectly understood.”
Hence it should come as no surprise that at the time of
their review they had to admit that “no existing GCM
[includes] a satisfactory parameterization of the
effects of mesoscale cloud circulations.”

Randall et al. additionally noted, “the large-scale
effects of microphysics, turbulence, and radiation
should be parameterized as closely coupled processes
acting in concert,” but they reported only a few
GCMs had attempted to do so. As they described it,
“the cloud  parameterization  problem s
overwhelmingly =~ complicated,” and  “cloud
parameterization developers,” as they referred to
them, were still “struggling to identify the most
important processes on the basis of woefully
incomplete observations.” To drive this point home,
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they wrote, “there is little question why the cloud
parameterization problem is taking a long time to
solve: It is very, very hard.” In fact, the four scientists
concluded that ““a sober assessment suggests that with
current approaches the cloud parameterization
problem will not be ‘solved’ in any of our lifetimes.”

In spite of such a sobering assessment, the
climate-modeling community places hope in what
Randall et al. call “cloud system-resolving models,”
or CSRMs, which can be compared with single-
column models or SCMs that can be “surgically
extracted from their host GCMs.” These advanced
models, as they describe them, “have resolutions fine
enough to represent individual cloud elements, and
space-time domains large enough to encompass many
clouds over many cloud lifetimes.” Of course, these
improvements mean “the computational cost of
running a CSRM is hundreds or thousands of times
greater than that of running an SCM.” Nevertheless,
in a few more decades, according to Randall et al., “it
will become possible to use such global CSRMs to
perform century-scale climate simulations, relevant to
such problems as anthropogenic climate change.” In
the interim, they remain far from ready for prime
time, as evidenced in a study conducted four years
later by Zhou et al. (2007) and one three years later
by Schliep et al. (2010).

In the first of these two studies, Zhou et al.
acknowledged CSRMs “still need parameterizations
on scales smaller than their grid resolutions and have
many known and unknown deficiencies.” To
stimulate progress in these areas, they compared the
cloud and precipitation properties observed by
instruments deployed in the Clouds and Earth’s
Radiant Energy System (CERES) and Tropical
Rainfall Measuring Mission (TRMM) systems against
simulations obtained from the three-dimensional
Goddard Cumulus Ensemble (GCE) model during the
South China Sea Monsoon Experiment (SCSMEX)
field campaign of 18 May-18 June 1998. As a result
of that analysis, the nine researchers reported the
following: (1) “the GCE rainfall spectrum includes a
greater proportion of heavy rains than PR
(Precipitation Radar) or TMI (TRMM Microwave
Imager) observations,” (2) “the GCE model produces
excessive condensed water loading in the column,
especially the amount of graupel as indicated by both
TMI and PR observations,” (3) “the model also
cannot simulate the bright band and the sharp
decrease of radar reflectivity above the freezing level
in stratiform rain as seen from PR,” (4) “the model

has much higher domain-averaged OLR (outgoing
longwave radiation) due to smaller total cloud
fraction,” (5) “the model has a more skewed
distribution of OLR and effective cloud top than
CERES observations, indicating that the model’s
cloud field is insufficient in area extent,” (6) “the
GCE is ... not very efficient in stratiform rain
conditions because of the large amounts of slowly
falling snow and graupel that are simulated,” and
finally, in summation, (7) “large differences between
model and observations exist in the rain spectrum and
the vertical hydrometeor profiles that contribute to the
associated cloud field.”

In the second of the two studies, Schleip et al.
(2010) compared the results of six regional climate
models (RCMs) that were forced with a common set
of reanalysis data, which was created by running a
climate model that was fed real-world data for a 20-
year simulation period. The area analyzed was North
America, where winter precipitation was the response
variable and the 100-year extremum of daily winter
precipitation was the test statistic, extreme values of
which were estimated by fitting a tailed distribution to
the data, taking into account their spatial aspects.

The results of this exercise indicated the six
RCMs maintained similar general spatial patterns of
extrema across North America, with the highest
extremes in the Southeast and along the West Coast.
However, when comparing absolute levels, which are
most relevant to risk forecasts, the models exhibited
strong disagreement. The lowest-predicting model
was low almost everywhere in North America
compared to the mean of the six models; and,
similarly, the highest-predicting model was above the
mean almost everywhere. In fact, the difference
between the two models was almost 60mm of daily
precipitation (for the 100-year extreme event) over
much of the United States. The other four models
showed greatly differing spatial patterns of extremes
from each other, which differences were found to be
statistically significant by an F-test. The researchers
speculate that when driven by multiple GCMs rather
than reanalysis data, the range of extreme outcomes
would only increase.

Other studies have continued to demonstrate the
difficulties models have in simulating precipitation
properties and trends. Kiktev et al. (2007), for
example, analyzed the abilities of five global coupled
climate models that played important roles in the
IPCC’s Fourth Assessment Report to simulate
temporal trends over the second half of the twentieth
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century for five annual indices of precipitation
extremes. Their results revealed “low skill” or an
“absence” of model skill.

Two years later, Lavers et al. (2009) examined
the predictive skill of eight seasonal climate forecast
models developed at various European climate
centers. Specifically, they assessed the predictability
of monthly precipitation “retrospective forecasts” or
hindcasts, which were composed of multiple nine-
month projections initialized during each month of
the year over the period 1981-2001. They compared
the projections against real-world precipitation values
obtained from Global Precipitation Climatology
Center data. In addition, they conducted a virtual-
world analysis, where the output of one of the models
was arbitrarily assumed to be the truth and the
average of the rest of the models was assumed to be
the predictor.

The results of these exercises indicated that in the
virtual world of the climate models, there was quite
good skill over the first two weeks of the forecast,
when the spread of ensemble model members was
small, but that there was a large drop off in predictive
skill in the second 15-day period. Things were even
worse in the real world, where they say the models
had negligible skill over land at a 31-day lead time,
which they described as being “a relatively short lead
time in terms of seasonal climate prediction.” In light
of these findings, therefore, the three researchers
concluded that given the lack of real-world skill
demonstrated by state-of-the-art models, “it appears
that only through significant model improvements can
useful long-lead forecasts be provided that would be
useful for decision makers,” a quest they frankly state
“may prove to be elusive.”

More of the same was reported by O’Gorman and
Schneider (2009), who assessed “how precipitation
extremes change in simulations with 11 different
climate models in the World Climate Research
Program’s (WCRP’s) Coupled Model
Intercomparison Project phase 3 (CMIP3) archive.”
Based on their findings, as well as those of others,
O’Gorman and Schneider report, “in simulations with
comprehensive climate models, the rate of increase in
precipitation extremes varies widely among models,
especially in the tropics (Kharin et al., 2007).” They
also note, in this regard, “the variations among
models in the tropics indicate that simulated
precipitation extremes may depend sensitively on the
parameterization of unresolved and poorly understood
processes,” citing the work of Wilcox and Donner
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(2007). In fact, they state, “climate models do not
correctly reproduce the interannual variability of
precipitation extremes in the tropics (Allan and
Soden, 2008), or the frequency and intensity
distribution of precipitation generally (Wilcox and
Donner, 2007; Dai, 2006; Sun et al., 2006).” Thus the
two researchers concluded, “current climate models
cannot reliably predict changes in tropical
precipitation extremes,” noting “inaccurate simulation
of the upward velocities may explain not only the
intermodal scatter in changes in tropical precipitation
extremes but also the inability of models to reproduce
observed interannual variability.”

In another study, based on real-world data
pertaining to the onset, end, and total rainfall of the
South American Monsoon System (SAMS)—as
characterized by precipitation data for the period
1979-2006, which they derived from the Global
Precipitation Climatology Project—Bombardi and
Carvalho (2009) evaluated the ability of ten IPCC
global coupled climate models (with distinct physics
and resolutions) to simulate real-world SAMS
characteristics. They report that over northern South
America the annual precipitation cycle “is poorly
represented by most models,” and more specifically,
“most models tend to underestimate precipitation
during the peak of the rainy season.” In addition, they
say “the misrepresentation of the Inter-Tropical
Convergence Zone and its seasonal cycle seems to be
one of the main reasons for the unrealistic out-of-
phase annual cycles simulated near the equator by
many GCMs” and “poor representation of the total
monsoonal precipitation over the Amazon and
northeast Brazil is observed in a large majority of the
models.” As a consequence, they note, “simulations
of the total seasonal precipitation, onset and end of
the rainy season diverge among models and are
notoriously unrealistic over [the] north and northwest
Amazon for most models.”

Roesler and Penner (2010) used a microphysical
model to explore the impact of the chemical
composition and size of aerosols on the concentration
of cloud droplets over the United States, noting
aerosols are important because they can affect energy
budgets in the atmosphere and because they also
serve as condensation nuclei for cloud formation.
Clouds, as we know, affect Earth’s energy budget
through their ability to reflect and scatter light and to
absorb and reradiate long-wave radiation.

The results Roesler and Penner obtained by this
approach indicate that as vertical motion increased in
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their model, the number of cloud droplets increased.
They also found that larger aerosols, though fewer in
number, were more soluble as they formed cloud
droplets, as opposed to smaller, less-soluble aerosols
that were more numerous. Thus the larger aerosols
were found to be better at producing cloud droplets.
In addition, they found that the size of the aerosols
depended on their chemical composition, which could
vary by region across the United States, and by
season.

Considering these results, it is clear that in order
to model cloud forcing in a GCM, which ultimately
impacts the ability of the model to capture climate or
climate change, the chemical composition of the
condensation nuclei that form the clouds must be
known. And in this regard, Roesler and Penner state
in closing, “A global model using an empirical
relationship based on regional measurements could
over or under predict droplet concentrations when
applied to other regions depending on differences in
composition.”

Also in 2010, Zhang et al. wrote as background
for their study that different representations of clouds
and their feedback processes in Global Climate
Models (GCMs) have been identified as major
sources of differences in model climate sensitivities,
stating, “contemporary GCMs cannot resolve clouds
and highly simplified parameterizations are used to
represent the interactions between clouds and
radiation.” In conducting their own study of the
subject, therefore, they combined cloud profiling
radar data from the CloudSat satellite with lidar data
from the CALIPSO satellite to obtain 3D profiles of
clouds and precipitation regimes across the tropics.
Some of these profiles corresponded to well-known
weather features, such as low clouds, thin cirrus,
cirrus anvils, etc., and they were compared to output
obtained from the Community Atmosphere Model
version 3 (CAM3.1).

The results of this exercise revealed the model
“overestimates the area coverage of high clouds and
underestimates the area coverage of low clouds in
subsidence regions.” And what was particularly
striking, in the words of Zhang et al., was “the model
overestimate of the occurrence frequency of deep
convection and the complete absence of cirrus
anvils,” plus the fact that “the modeled clouds are too
reflective in all regimes.”

Since incoming and outgoing radiation are
strongly affected by the 3D spatial pattern of clouds
of various types, a model that gets the “right” current

global temperature with the wrong pattern of clouds
must have errors in its radiation and/or heat transfer
parameterizations. In addition, the manner in which
future climate scenarios achieve amplification of the
direct radiative effect of increased greenhouse gases
(the assumed positive feedback) is also not likely to
be correct if the 3D pattern of simulated clouds is as
far off as shown in this study. What is more, the
pattern of clouds also reflects convective processes
that distribute heat and water vapor in the atmosphere,
and the results of Zhang et al. point to deficiencies in
the handling of this aspect of atmospheric dynamics
as well. Climate modelers’ claims of physical realism
in their models are not supported by detailed
comparisons with the real world, and the basic
radiative physics they employ, as parameterized at the
grid scale, is probably faulty.

In another study, Anagnostopoulos et al. (2010)
compared observed versus modeled precipitation
values over the twentieth century for 55 locations
across the globe. Their results indicated the six
models investigated (three from the IPCC’s Third
Assessment and three from its most recent Fourth
Assessment) reproduce only poorly the observed
precipitation values over the period of study, and in
far too many instances the models showed a rise in
precipitation when observed values actually fell, or
vice versa. The models fared worse when a similar
analysis was conducted in the aggregate for the entire
conterminous United States. Model output differed
“substantially” from the observed time series, with
annual precipitation values overestimating observed
values by up to 300 mm, or 40 percent. What is more,
the authors indicate the results from the three models
used in the IPCC’s Fourth Assessment Report were
“no better” than the three models used in the IPCC’s
Third Assessment Report.

In one final study comparing model observations
with real-world observations, Stephens et al. (2010)
write in introducing their work that in prior studies of
the subject “land surface observations of the daily-
accumulated rainfall intensities of rates >1 mm/day
were compiled from the Global Historical
Climatology Network by Sun et al. (2006) and
compared to analogous model accumulated
precipitation,” and they report that “as in other studies
(e.g., Dai and Trenberth, 2004), the Sun et al.
comparison revealed a general overestimate in the
frequency of modeled precipitation and an associated
underestimate of intensity,” while noting that “Wilcox
and Donner (2007) reached a similar conclusion.”
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To further examine the issue—and to extend the
scope of its relevance—Stephens et al. focused on the
much larger portion of the planet that is occupied by
oceans, where they used ‘“new and definitive
measures of precipitation frequency provided by
CloudSat [e.g., Haynes et al., 2009]” to assess the
realism of global model precipitation via an analysis
that employed five different computational techniques
representing “state-of-the-art weather prediction
models, state-of-the-art climate models, and the
emerging high-resolution global cloud ‘resolving’
models.”

Stephens et al. determined “the character of liquid
precipitation (defined as a combination of
accumulation, frequency, and intensity) over the
global oceans is significantly different from the
character of liquid precipitation produced by global
weather and climate models,” noting “the differences
between observed and modeled precipitation are
larger than can be explained by observational retrieval
errors or by the inherent sampling differences
between observations and models.” More specifically,
they say for the oceans as a whole, “the mean model
intensity lies between 1.3 and 1.9 times less than the
averaged observations” and occurrences “‘are
approximately twice the frequency of observations.”
They also say the models “produce too much
precipitation over the tropical oceans” and “too little
mid-latitude precipitation.” And they indicate the
large model errors “are not merely a consequence of
inadequate upscaling of observations but indicative of
a systemic problem of models more generally.”

In concluding their study, the nine U.S., UK,
and Australian researchers say their results imply that
state-of-the-art weather and climate models have
“little skill in precipitation calculated at individual
grid points” and “applications involving downscaling
of grid point precipitation to yet even finer-scale
resolution has little foundation and relevance to the
real earth system.” That is not too encouraging a
result, considering it is the “real earth system” in
which we live and for which we have great concern.
Given these findings and the many others previously
cited, it is difficult to conceive how today’s state-of-
the-art computer models can be claimed to produce
reliable precipitation forecasts decades and centuries
into the future.
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1.3 Temperature

How much of the warming of the past 100 years is
due to human activity? When multiple forcings are
varying and poorly characterized, and there is also
internal variation, this guestion becomes even more
difficult to answer. Nevertheless, several studies have
attempted to do so, including DelSole et al. (2010),
who began by using a set of climate models run in
“control” or unforced mode to develop a 300-year
dataset of spatial ocean temperature data, where it
was found that an internal pattern, detectable using a
spatial fingerprinting technique, could be identified in
the simulated data. This spatial pattern of ocean
temperature anomalies was labeled the Internal
Multidecadal Pattern (IMP); it was found to be highly
coherent with the Atlantic Multidecadal Oscillation
(AMO), suggesting the models were able to match the
internal dynamics of the real-earth system reasonably
well.

Proceeding from this point, the researchers next
extracted, also by means of discriminant
fingerprinting, the forced component of the spatial
patterns produced in the absence of the IMP as an
orthogonal function, which they demonstrated has

only a minor effect (less than 1/7 the amplitude) on
the IMP, after which they used historical sea surface
temperature data to evaluate the relative importance
of the forced vs. IMP components of change from
1850.

In considering the latter portion of the record
(1946-2008), the researchers’ results indicated the
internal variability component of climate change (the
IMP) operated in a cooling mode between 1946 and
1977, but switched to a warming mode thereafter
(between 1977 and 2008), suggesting the IMP is
strong enough to overwhelm any anthropogenic
signal. That led them to state, “the trend due to only
the forced component is statistically the same in the
two 32-year periods and in the 63-year period.” That
is to say, the forced part was not accelerating. Taken
together, these results imply that the observed trend
differs between the periods 1946-1977 and 1977-
2008 not because the forced response accelerated but
because “internal variability led to relative cooling in
the earlier period and relative warming in the later
period.” Thus their results suggest that simple
extrapolations of rates of warming from 1980 onward
overestimate the forced component of warming, and
that using this period without factoring out internal
variability will likely lead to unrealistic values of
climate sensitivity.

In an earlier study, Lean and Rind (2008)
performed “a robust multivariate analysis using the
best available estimates of each together with the
observed surface temperature record from 1889 to
2006” in an effort “to distinguish between
simultaneous natural and anthropogenic impacts on
surface temperature, regionally as well as globally.”
Their results indicated that “contrary to recent
assessments based on theoretical models (IPCC,
2007) the anthropogenic warming estimated directly
from the historical observations is more pronounced
between 45°S and 50°N than at higher latitudes,”
which finding, in their words, “is the approximate
inverse of the model-simulated anthropogenic plus
natural temperature trends ... which have minimum
values in the tropics and increase steadily from 30 to
70°N.”  Furthermore, as they continue, “the
empirically-derived zonal mean anthropogenic
changes have approximate hemispheric symmetry
whereas the mid-to-high latitude modeled changes are
larger in the Northern Hemisphere.” And as a result,
the two researchers concluded that “climate models
may therefore lack—or incorrectly parameterize—
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fundamental processes by which surface temperatures
respond to radiative forcings.”

Lavers et al. (2009), in a study also described
previously in Section 1.2, assessed the predictability
of monthly “retrospective forecasts,” or hindcasts,
which were composed of multiple nine-month
projections initialized during each month of the year
over the period 1981-2001, comparing the projections
against real-world air temperatures obtained from
ERA-40 reanalysis data. In addition, they conducted a
virtual-world analysis where the output of one of the
models was arbitrarily assumed to be the truth and the
average of the rest of the models was assumed to be
the predictor.

Lavers et al. report that in the virtual world of the
climate models, there was quite good skill over the
first two weeks of the forecast, when the spread of
ensemble model members was small, but that there
was a large drop off in predictive skill in the second
15-day period. Things were even worse in the real
world, where they say the models had negligible skill
over land at a 31-day lead time, which they described
as being “a relatively short lead time in terms of
seasonal climate prediction.” Based on these results,
the three researchers concluded that given the real-
world skill demonstrated by the state-of-the-art
models, “it appears that only through significant
model improvements can useful long-lead forecasts
be provided that would be useful for decision
makers,” a quest they state “may prove to be elusive.”

Chylek et al. (2009) state, “one of the robust
features of the AOGCMs [Atmosphere-Ocean
General Circulation Models] is the finding that the
temperature increase in the Arctic is larger than the
global average, which is attributed in part to the
ice/snow-albedo  temperature  feedback.” More
specifically, they say “the surface air temperature
change in the Arctic is predicted to be about two to
three times the global mean,” citing the IPCC (2007).
In conducting their own study of this feature, the
authors utilized Arctic surface air temperature data
from 37 meteorological stations north of 64°N in an
effort to explore the latitudinal variability in Arctic
temperatures within two belts—the low Arctic (64°N-
70°N) and the high Arctic (70°N-90°N)—comparing
them with mean global air temperatures over three
sequential periods: 1910-1940 (warming), 1940-1970
(cooling), and 1970-2008 (warming).

In  harmony with state-of-the-art AOGCM
simulations, the five researchers report “the Arctic
has indeed warmed during the 1970-2008 period by a
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factor of two to three faster than the global mean.”
More precisely, the Arctic amplification factor was
2.0 for the low Arctic and 2.9 for the high Arctic. But
that is the end of the real world’s climate-change
agreement with theory. During the 1910-1940
warming, for example, the low Arctic warmed 5.4
times faster than the global mean, while the high
Arctic warmed 6.9 times faster. Even more out of line
with climate model simulations were the real-world
Arctic amplification factors for the 1940-1970
cooling: 9.0 for the low Arctic and 12.5 for the high
Arctic. Such findings constitute another important
example of the principle described (and proven to be
correct) by Reifen and Toumi (2009), that a model
that performs well in one time period will not
necessarily perform well in another period.

Also studying the Arctic, Liu et al. (2008)
“assessed how well the current day state-of-the-art
reanalyses and CGCMs [coupled global climate
models] are reproducing the annual mean, seasonal
cycle, variability and trend of the observed SAT
[surface air temperature] over the Arctic Ocean for
the late twentieth century (where sea ice changes are
largest).” According to the authors, the results
indicate that “large uncertainties are still found in
simulating the climate of the twentieth century,” and
on an annual basis, “almost two thirds of the IPCC
AR4 [Fourth Assessment Report] models have biases
that [are] greater than the standard deviation of the
observed SAT variability.” What is more, Liu et al.
additionally note (1) the models “can not capture the
observed dominant SAT mode variability in winter
and seasonality of SAT trends,” (2) “the majority of
the models show an out-of-phase relationship
between the sea ice area and SAT biases,” and (3)
“there is no obvious improvement since the IPCC
Third Assessment Report.”

Anagnostopoulos et al. (2010) compared
observed versus modeled temperature values over the
twentieth century for 55 locations across the globe,
finding that although the six models (three from the
IPCC’s Third Assessment and three from its most
recent Fourth Assessment) could reproduce the
seasonal variations in temperature fairly well, they
fared far worse, or “poor,” at the annual time scale,
where “some model outputs [had] enormous
differences from reality (up to 6 °C in temperature).”
What is more, the authors note, there were many
instances where the models showed a rise in
temperature when observed values actually fell, or
vice versa.
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Not much changed when the five researchers
conducted a similar analysis in the aggregate for the
conterminous United States. Model output differed
“substantially” from the observed time series. For
example, the observed annual mean temperature of
the conterminous USA “gradually rose between 1890
and 1940, then had a falling trend until 1970, and
from 1970 until today it had a slight upward trend.”
Yet “none of the model outputs fit these fluctuations
of the annual mean temperature; most indicate a
constant increase that becomes steeper in the last
decades of the twentieth century.” What is more, the
authors indicate the results from the three models
used in the IPCC’s Fourth Assessment Report were
“no better” than the three models used in the IPCC’s
Third Assessment Report, noting that in some, “the
annual mean temperature of the USA is overestimated
by about 4-5 °C.” Given such findings, they conclude
by stating, “we think that the most important question
is not whether GCMs can produce credible estimates
of future climate, but whether climate is at all
predictable in deterministic terms.”

Christy et al. (2010) focused on the upper
atmosphere, where models suggest the presence of a
tropical tropospheric “hotspot” that warms faster than
the surface under conditions of enhanced greenhouse
gas forcing, and where previous studies had produced
disagreement over whether data were consistent with
models on this question. In conducting their analysis,
Christy et al. (2010) made several advances by doing
the following: (1) enhancing the data for surface
trends, (2) extending the data to a 31-year period, (3)
evaluating the wind-based temperature estimates, and
(4) clarifying the meaning of “best estimate” multi-
data warming trends from data and models.

Two prior studies had derived tropospheric
temperature trends from the Thermal Wind Equation
(TWE)—which uses radiosonde measurements of
wind speed to calculate temperature—on the
theoretical basis that warmer air should move faster
than cooler air. They found there were biases in the
data for this type of calculation. For example,
particularly for older radiosonde observations, on
days when the upper wind was stronger, the balloons
would tend to blow out of receiver range. This created
a bias by causing missing data for high winds for
older observations, leading to a spurious warm trend
over time. Overall, the TWE-based trends were three
times greater than trends derived from all other types
of data. In addition, they did not agree with other
wind data and were based on much sparser data. This

type of data was therefore not used in the authors’
analysis, which also identified a small warm bias in
the RSS satellite data that was explained by Christy
and his colleagues.

The next innovation was to use the Scaling Ratio
(SR), which is the ratio of atmospheric temperature
trend to surface temperature trend. The SR attempts to
factor out the effect of the lack of actual (historic) El
Nifios or other oscillations in climate model runs, and
such simulated events in different computer runs. In
doing so, the nine researchers found that the SR for
real-world data was 0.8 + 0.3, whereas the model
simulations had a SR of 1.38 + 0.08 (a significant
difference). That is, the data show a lower rate of
warming for the lower troposphere than for the
surface (though not statistically different), whereas
the models show amplification. The SR value for the
middle troposphere data was 0.4, which is even more
different from the model predictions. Only the SR for
RSS data, which has a documented warming bias,
overlaps with any model SR results. Given these
findings, this study suggests that current state-of-the-
art climate models have something fundamentally
wrong with how they represent Earth’s atmosphere.

Solomon et al. (2010) write “the trend in global
surface temperatures has been nearly flat since the
late 1990s despite continuing increases in the forcing
due to the sum of the well-mixed greenhouse gases
(CO,, CHy,, halocarbons, and N,O), raising questions
regarding the understanding of forced climate change,
its drivers, the parameters that define natural internal
variability, and how fully these terms are represented
in climate models.” Therefore, in an effort to better
our understanding of climate forcing, Solomon et al.
used observations of stratospheric water vapor
concentration obtained over the period 1980-2008,
together with detailed radiative transfer and modeling
information, in order to calculate the global climatic
impact of this important greenhouse gas and compare
it with trends in mean global near-surface air
temperature observed over the same time period.

According to the seven scientists, stratospheric
water vapor concentrations decreased by about 10
percent after the year 2000; and their analysis
indicates this decrease should have slowed the rate of
increase in global near-surface air temperature
between 2000 and 2009 by about 25 percent
compared to what would have been expected (on the
basis of climate model calculations) due to measured
increases in carbon dioxide and other greenhouse
gases over the same time period. In addition, they
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found “more limited data suggest that stratospheric
water vapor probably increased between 1980 and
2000, which would have enhanced the decadal rate of
surface warming during the 1990s by about 30%
[above what it would have been without the
stratospheric water vapor increase].”

In their concluding paragraph, Solomon et al. thus
write it is “not clear whether the stratospheric water
vapor changes represent a feedback to global average
climate change or a source of decadal variability.” In
either case, their findings elucidate an important
phenomenon that was not included in any prior
analyses of global climate change. They also write
that current climate models do not “completely
represent the Quasi Biennial Oscillation [which has a
significant impact on stratospheric water vapor
content], deep convective transport [of water vapor]
and its linkages to sea surface temperatures, or the
impact of aerosol heating on water input to the
stratosphere.”

In light of Solomon et al.’s specific findings, their
listing of what current climate models do not do
(which they should do), and the questions they say are
raised by the flat-lining of mean global near-surface
air temperature since the late 1990s, it is premature to
conclude that current climate models correctly
simulate the intricate workings of Earth’s climate
regulatory system.
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1.4 El Nifilo/Southern Oscillation

Computer model simulations have given rise to three
claims regarding the influence of global warming on
El Nifio/Southern Oscillation (ENSO) events: (1)
global warming will increase the frequency of ENSO
events, (2) global warming will increase the intensity
of ENSO events, and (3) weather-related disasters
will be exacerbated under EI Nifio conditions. In this
section we highlight findings that suggest the virtual
world of ENSO, as simulated by state-of-the-art
climate models, is at variance with reality, beginning
with several studies that described the status of the
problem a decade ago.

In a comparison of 24 coupled ocean-atmosphere
climate models, Latif et al. (2001) reported, “almost
all models (even those employing flux corrections)
still have problems in simulating the SST [sea surface
temperature] climatology.” They also noted “only a
few of the coupled models simulate the El
Nifio/Southern Oscillation in terms of gross equatorial
SST anomalies realistically.” And they stated, “no
model has been found that simulates realistically all
aspects of the interannual SST variability.”
Consequently, because “changes in sea surface
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temperature are both the cause and consequence of
wind fluctuations,” according to Fedorov and
Philander (2000), and because these phenomena
figure prominently in the El Nifio-La Nifia oscillation,
it is not surprising that the latter researchers
concluded climate models near the turn of the century
did not do a good job of determining the potential
effects of global warming on ENSO.

Human ignorance likely also played a role in
those models’ failure to simulate ENSO. According to
Overpeck and Webb (2000), there was evidence that
“ENSO may change in ways that we do not yet
understand,” which “ways” had clearly not yet been
modeled. White et al. (2001), for example, found that
“global warming and cooling during earth’s internal
mode of interannual climate variability [the ENSO
cycle] arise from fluctuations in the global
hydrological balance, not the global radiation
balance,” and they noted that these fluctuations are
the result of no known forcing of either anthropogenic
or extraterrestrial origin, although Cerveny and
Shaffer (2001) made a case for a lunar forcing of
ENSO activity, which also was not included in any
climate model of that time.

Another example of the inability of the most
sophisticated of late twentieth-century climate models
to properly describe El Nifio events was provided by
Landsea and Knaff (2000), who employed a simple
statistical tool to evaluate the skill of 12 state-of-the-
art climate models in real-time predictions of the
development of the 1997-98 El Nifio. In doing so,
they found the models exhibited essentially no skill in
forecasting this very strong event at lead times
ranging from zero to eight months. They also
determined no models were able to anticipate even
one-half of the actual amplitude of the El Nifio’s peak
at a medium-range lead time of six to 11 months.
Hence, they stated, “since no models were able to
provide useful predictions at the medium and long
ranges, there were no models that provided both
useful and skillful forecasts for the entirety of the
1997-98 EI Nifio.”

Given the inadequacies listed above, it is little
wonder that several scientists criticized model
simulations of ENSO behavior at the turn of the
century, including Walsh and Pittock (1998), who
concluded, “there is insufficient confidence in the
predictions of current models regarding any changes
in ENSO,” and Fedorov and Philander (2000), who
wrote, “at this time, it is impossible to decide which,
if any, are correct.”

So what’s happened subsequently? Have things
improved since then?

Huber and Caballero (2003) introduced their
contribution to the subject by stating, “studies of
future transient global warming with coupled ocean-
atmosphere models find a shift to a more El Nifio-like
state,” although they also reported the “permanent El
Nifio state”—which has been hyped by some climate
alarmists—is by no means uniformly predicted by a
majority of models.” To help resolve this battle of the
models, they worked with still another model, plus
real-world data pertaining to the Eocene, which past
geologic epoch—having been much warmer than the
recent past—provided, in their words, “a particularly
exacting test of the robustness of ENSO.” More
specifically, they used the Community Climate
System Model of the National Center for
Atmospheric Research, which they said yielded “a
faithful ~ reproduction of modern-day ENSO
variability,” to “simulate the Eocene climate and
determine whether the model predicts significant
ENSO variability.” In addition, they compared the
model results against middle Eocene lake-sediment
records from two different regions: the Lake Gosiute
complex in Wyoming and Eckfield Maar in Germany.

In describing their findings, Huber and Caballero
report the model simulations showed “little change in
... ENSQ, in agreement with proxies.” They also note
other studies “indicate an ENSO shutdown as recently
as ~6000 years ago, a period only slightly warmer
than the present.” Hence, they concluded, “this result
contrasts with theories linking past and future
‘hothouse’ climates with a shift toward a permanent
El Nifo-like state.” This conclusion represents a
significant setback to climate alarmists who have used
this unsubstantiated (and now invalidated) theory to
induce unwarranted fear of global warming among
the general public.

Three years later, Joseph and Nigam (2006)
evaluated several climate models “by examining the
extent to which they simulated key features of the
leading mode of interannual climate variability: El
Nifio -Southern Oscillation (ENSO)”—which they
described as “a dominant pattern of ocean-atmosphere
variability with substantial global climate impact”™—
based on “the Intergovernmental Panel on Climate
Change’s (IPCC) Fourth Assessment Report (AR4)
simulations of twentieth-century climate.” This
evaluation indicated that different models were found
to do well in some respects but not so well in many
others. For example, they found climate models “are
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still unable to simulate many features of ENSO
variability and its circulation and hydroclimate
teleconnections.” In fact, they found the models had
only “begun to make inroads in simulating key
features of ENSO variability.”

According to Joseph and Nigam, “climate system
models are not quite ready for making projections of
regional-to-continental scale hydroclimate variability
and change.” Indeed, the study raises the question of
whether they are ready to make any valid projections
about anything. As Joseph and Nigam conclude,
“predicting regional climate variability/change
remains an onerous burden on models.”

One year later, L’Ecuyer and Stephens (2007)
asked how well state-of-the-art climate models
reproduced the workings of real-world energy and
water cycles, noting “our ability to model the climate
system and its response to natural and anthropogenic
forcings requires a faithful representation of the
complex interactions that exist between radiation,
clouds, and precipitation and their influence on the
large-scale energy balance and heat transport in the
atmosphere,” while further stating “it is also critical to
assess [model] response to shorter-term natural
variability in  environmental forcings using
observations.”

The two researchers used multi-sensor
observations of visible, infrared, and microwave
radiance obtained from the Tropical Rainfall
Measuring Mission satellite for the period January
1998 through December 1999, in order to evaluate the
sensitivity of atmospheric heating (and the factors that
modify it) to changes in east-west SST gradients
associated with the strong 1998 El Nifio event in the
tropical Pacific, as expressed by the simulations of
nine general circulation models of the atmosphere that
were utilized in the IPCC’s AR4. This protocol, in
their words, “provides a natural example of a short-
term climate change scenario in which clouds,
precipitation, and regional energy budgets in the east
and west Pacific are observed to respond to the
eastward migration of warm sea surface
temperatures.”

L’Ecuyer and Stephens report “a majority of the
models examined do not reproduce the apparent
westward transport of energy in the equatorial Pacific
during the 1998 EIl Nifio event.” They also discovered
“the intermodel variability in the responses of
precipitation, total heating, and vertical motion [was]
often larger than the intrinsic ENSO signal itself,
implying an inherent lack of predictive capability in
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the ensemble with regard to the response of the mean
zonal atmospheric circulation in the tropical Pacific to
ENSO.” In addition, they found “many models also
misrepresent the radiative impacts of clouds in both
regions [the east and west Pacific], implying errors in
total cloudiness, cloud thickness, and the relative
frequency of occurrence of high and low clouds.” In
light of these much-less-than-adequate findings, they
conclude, “deficiencies remain in the representation
of relationships between radiation, clouds, and
precipitation in current climate models,” while further
stating these deficiencies “cannot be ignored when
interpreting their predictions of future climate.”

Paeth et al. (2008) compared 79 coupled ocean-
atmosphere climate simulations derived from 12
different state-of-the-art climate models forced by six
different IPCC emission scenarios with observational
data in order to evaluate how well they reproduced
the spatio-temporal characteristics of ENSO over the
twentieth century, after which they compared the
various models’ twenty-first-century simulations of
ENSO and the Indian and West African monsoons to
one another. With respect to the twentieth century,
this work revealed that “all considered climate models
draw a reasonable picture of the key features of
ENSO.” With respect to the twenty-first century, on
the other hand, they say that “the differences between
the models are stronger than between the emission
scenarios,” while “the atmospheric component of
ENSO and the West African monsoon are barely
affected.” Their “overall conclusion” was that “we
still cannot say much about the future behavior of
tropical climate.” Indeed, they considered their study
to be merely “a benchmark for further investigations
with more recent models in order to document a gain
in knowledge or a stagnation over the past five
years.”

Jin et al. (2008) investigated the overall skill of
ENSO prediction in retrospective forecasts made with
ten different state-of-the-art ocean-atmosphere
coupled general circulation models with respect to
their ability to hindcast real-world observations for
the 22 years from 1980 to 2001. They found almost
all models have problems simulating the mean
equatorial SST and its annual cycle. They write,
“none of the models we examined attain good
performance in simulating the mean annual cycle of
SST, even with the advantage of starting from
realistic initial conditions.” They also note that “with
increasing lead time, this discrepancy gets worse,”
and that “the phase and peak amplitude of westward
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propagation of the annual cycle in the eastern and
central equatorial Pacific are different from those
observed.” What is more, they found, “ENSO-neutral
years are far worse predicted than growing warm and
cold events,” and “the skill of forecasts that start in
February or May drops faster than that of forecasts
that start in August or November.” They and others
call this behavior “the spring predictability barrier,”
which gives an indication of the difficulty of what
they were attempting to do. Jin et al. conclude that
“accurately predicting the strength and timing of
ENSO events continues to be a critical challenge for
dynamical models of all levels of complexity.”

McLean et al. (2009) quantified “the effect of
possible ENSO forcing on mean global temperature,
both short-term and long-term,” using Southern
Oscillation Index (SOI) data provided by the
Australian government’s Bureau of Meteorology.
This parameter is defined as “the standardized
anomaly of the seasonal mean sea level pressure
difference between Tahiti and Darwin, divided by the
standard deviation of the difference and multiplied by
10.” The temperature data employed in this endeavor
were “the University of Alabama in Huntsville lower-
tropospheric  (LT) temperature data based on
measurements from selected view angles of
Microwave Sounding Unit (MSU) channel LT 2” for
the period December 1979 to June 2008,
supplemented by “balloon-based instrumentation
(radiosondes).” More specifically, in the case of the
latter data going back in time to 1958, they employed
the Radiosonde Atmospheric Temperature Products
for Assessing Climate (RATPAC) product (A) of the
U.S. National Climatic Data Center, which represents
the atmospheric layer between approximately 1500
and 9000 meters altitude.

When their work was completed, McLean et al.
found “change in SOI accounts for 72% of the
variance in GTTA [Global Tropospheric Temperature
Anomalies] for the 29-year-long MSU record and
68% of the variance in GTTA for the longer 50-year
RATPAC record,” as well as “81% of the variance in
tropospheric temperature anomalies in the tropics,”
where they say ENSO “is known to exercise a
particularly strong influence.” In addition, they
determined that “shifts in temperature are consistent
with shifts in the SOI that occur about 7 months
earlier.” Consequently, the three researchers state as
their final conclusion, “natural climate forcing
associated with ENSO is a major contributor to
variability and perhaps recent trends in global

temperature, a relationship that is not included in
current global climate models.”

Noting that “coral records closely track tropical
Indo-Pacific variability on interannual to decadal
timescales,” Ault et al. (2009) employed 23 coral
3'®0 records from the Indian and Pacific Oceans to
extend the observational record of decadal climate
variability back in time to cover the period of AD
1850-1990. In so doing they identified “a strong
decadal component of climate variability” that
“closely matches instrumental results from the
twentieth century.” In addition, they report the
decadal variance they uncovered was much greater
between 1850 and 1920 than it was between 1920 and
1990. As for what this observation means, the
researchers say they “infer that this decadal signal
represents a fundamental timescale of ENSO
variability,” which has an enhanced variance in the
early half of the record that “remains to be
explained.”

In conclusion, there remain multiple unknowns
with respect to ENSO and long-term climate change,
and many of these unknowns raise serious questions
about the ability of current climate models to
adequately anticipate the multiplicity of climatic
effects that the ongoing rise in the air’s CO, content
may or may not impose on Earth’s atmospheric and
oceanic environments.
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1.5 Soil Moisture

Climate models have long indicated that CO,-induced
global warming will increase evapotranspiration,
causing decreases in soil moisture content that may
offset modest increases in continental precipitation
and lead to greater aridity in water-limited natural
ecosystems and lands devoted to agriculture (Manabe
and Wetherald, 1986; Rind, 1988; Gleick, 1989;
Vlades et al., 1994; Gregory et al., 1997; Komescu et
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al., 1998). In the following pages we examine this
model-based claim.

In a turn-of-the century evaluation of how climate
modelers had progressed in their efforts to improve
simulations of soil moisture content over the prior
few years, Srinivasan et al. (2000) examined “the
impacts of model revisions, particularly the land
surface representations, on soil moisture simulations,
by comparing the simulations to actual soil moisture
observations.” In summarizing their findings, they
stated, “the revised models do not show any
systematic improvement in their ability to simulate
observed seasonal variations of soil moisture over the
regions studied.” They also concluded, “there are no
indications of conceptually more realistic land surface
representations producing better soil moisture
simulations in the revised climate models.” In
addition, they reported a “tendency toward unrealistic
summer drying in several models,” which they noted
was “particularly relevant in view of the summer
desiccation projected by GCMs considered in future
assessments of climate change.”

Although Srinivasan et al. note that “simpler
land-surface parameterization schemes are being
replaced by conceptually realistic treatments” as the
climate-modeling enterprise moves ever forward, they
state that “improvements gained by such changes are
... hot very apparent.” Thus at the time of their study
there had been no real progress in this area, only
attempted progress.

Robock et al. (2000) developed a massive
collection of soil moisture data for more than 600
stations from a wide variety of climatic regimes
within the former Soviet Union, China, Mongolia,
India, and the United States. In describing these
datasets they also stated an important ground rule.
Sometimes, they said, “the word ‘data’ is used to
describe output from theoretical model calculations,
or values derived from theoretical analysis of
radiances from remote sensing.” However, as they put
it, “we prefer to reserve this word for actual physical
observations,” noting that “all the data in our data
bank are actual in situ observations.”

This distinction is important, for one of the
illuminating analyses Robock et al. performed with
their data was to check summer soil moisture trends
simulated by the Geophysical Fluid Dynamics
Laboratory’s general circulation model of the
atmosphere as forced by transient CO, and
tropospheric sulfate aerosols for specific periods and
regions for which they had actual soil moisture data.
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What they learned from this exercise, in their words,
was that “although this model predicts summer
desiccation in the next century, it does not in general
reproduce the observed upward trends in soil moisture
very well.” That is an understatement, when one
considers that the predictions and observations go in
opposite directions.

Robock et al. add, “in contrast to predictions of
summer desiccation with increasing temperatures, for
the stations with the longest records, summer soil
moisture in the top 1 m has increased while
temperatures have risen.” Given that the model
predictions and actual measurements failed to
coincide, or actually diverged, Robock et al. offer
their hope that the real-world data they assembled in
their databank might help “improve simulations of the
recent past so we may have more confidence in
predictions for the next century.”

Five years later, Robock et al. (2005) noted “most
global climate model simulations of the future, when
forced with increasing greenhouse gases and
anthropogenic aerosols, predict summer desiccation
in the midlatitudes of the Northern Hemisphere (e.g.,
Gregory et al., 1997; Wetherald and Manabe, 1999;
Cubasch et al., 2001),” and they stated, “this
predicted soil moisture reduction, the product of
increased  evaporative demand  with  higher
temperatures overwhelming any increased
precipitation, is one of the gravest threats of global
warming, potentially having large impacts on our
food supply.”

Therefore, with the explicit purpose “to evaluate
these model simulations,” the three American and two
Ukrainian scientists presented “the longest data set of
observed soil moisture available in the world, 45
years of gravimetrically-observed plant available soil
moisture for the top 1 m of soil, observed every 10
days for April-October for 141 stations from fields
with either winter or spring cereals from the Ukraine
for 1958-2002.” And as they described it, “the
observations show a positive soil moisture trend for
the entire period of observation, with the trend
leveling off in the last two decades,” noting that
“even though for the entire period there is a small
upward trend in temperature and a downward trend in
summer precipitation, the soil moisture still has an
upward trend for both winter and summer cereals.”

As a result of these real-world observations,
Robock et al. noted that “although models of global
warming predict summer desiccation in a greenhouse-
warmed world, there is no evidence for this in the

observations yet, even though the region has been
warming for the entire period.” In attempting to
explain this dichotomy, they say the real-world
increase in soil moisture content possibly may have
been driven by a downward trend in evaporation
caused by the controversial “global dimming”
hypothesis (Liepert et al., 2004). Alternatively, it may
have been driven by the well-known anti-transpirant
effect of atmospheric CO, enrichment, which tends to
conserve water in the soils beneath crops and thereby
leads to enhanced soil moisture contents, as has been
demonstrated in a host of experiments conducted in
real-world field situations.

One especially outstanding study in this regard
was that of Zaveleta et al. (2003), who tested the
hypothesis that soil moisture contents may decline in
a COg-enriched and warmer world, in a two-year
study of an annual-dominated California grassland at
the Jasper Ridge Biological Preserve, Stanford,
California, USA. They delivered extra heating to a
number of free-air CO,-enriched (FACE) plots
(enriched with an extra 300 ppm of CO,) via infrared
heat lamps suspended over the plots, which warmed
the surface of the soil beneath them by 0.8-1.0°C.

The individual effects of atmospheric CO,
enrichment and soil warming were of similar
magnitude, and acting together they enhanced mean
spring soil moisture content by about 15 percent over
that of the control treatment. The effect of CO, was
produced primarily as a consequence of its ability to
cause partial stomatal closure and thereby reduce
season-long plant water loss via transpiration. In the
case of warming, there was an acceleration of canopy
senescence, which further increased soil moisture by
reducing the period of time over which transpiration
losses occur, all without any decrease in total plant
production.

Zaveleta et al. note their findings “illustrate the
potential for organism-environment interactions to
modify the direction as well as the magnitude of
global change effects on ecosystem functioning.”
Indeed, whereas for the past two decades climate
alarmists have predicted that vast reaches of
agricultural land will dry up and be lost to profitable
production in a CO,-enriched world of the future, this
study suggests just the opposite could occur. As the
six researchers describe it, “we suggest that in at least
some ecosystems, declines in plant transpiration
mediated by changes in phenology can offset direct
increases in evaporative water losses under future
warming.”
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Guo and Dirmeyer (2006) compared soil moisture
simulations made by 11 different models within the
context of the Second Global Soil Wetness Project (a
multi-institutional ~ modeling  research  activity
intended to produce a complete multi-model set of
land surface state variables and fluxes by using
current state-of-the-art land surface models driven by
the ten-year period of data provided by the
International Satellite Land Surface Climatology
Project Initiative Il) against real-world observations
made on the top meter of grassland and agricultural
soils located within parts of the former Soviet Union,
the United States (lllinois), China, and Mongolia that
are archived in the Global Soil Moisture Data Bank.

According to the two researchers, “simulating the
actual values of observed soil moisture is still a
challenging task for all models” and “both the root
mean square of errors (RMSE) and the spread of
RMSE across models are large.” They conclude “the
absolute values of soil moisture are poorly simulated
by most models,” and they find that “within regions
there can be tremendous variations of any model to
simulate the time series of soil moisture at different
stations.”

How serious are these large errors and
tremendous variations? It would appear they are very
serious, based on a number of explanatory statements
made by Guo and Dirmeyer. First, the two researchers
say “the land surface plays a vital role in the global
climate system through interactions with the
atmosphere.” Second, they state that “accurate
simulation of land surface states is critical to the skill
of weather and climate forecasts.” Third, they write
that soil moisture “is the definitive land surface state
variable; key for model initial conditions from which
the global weather and climate forecasts begin
integrations, and a vital factor affecting surface heat
fluxes and land surface temperature.”

Lastly, Li et al. (2007) compared soil moisture
simulations derived from the IPCC’s Fourth
Assessment climate models (which were driven by
observed climate forcings) for the period 1958-1999
with actual measurements of soil moisture made at
more than 140 stations or districts in the mid-latitudes
of the Northern Hemisphere, which were averaged in
such a way as to yield six regional results: one each
for the Ukraine, Russia, Mongolia, Northern China,
Central China, and Illinois (USA).

According to the three researchers, the models
showed realistic seasonal cycles for the Ukraine,
Russia, and Illinois but “generally poor seasonal
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cycles for Mongolia and China.” In addition, they
report that the Ukraine and Russia experienced soil
moisture increases in summer “that were larger than
most trends in the model simulations.” They write,
“only two out of 25 model realizations show trends
comparable to those observations,” and they note the
two realistic model-derived trends were “due to
internal model variability rather than a result of
external forcing,” which means the two reasonable
matches were actually accidental. Noting further that
“changes in precipitation and temperature cannot
fully explain soil moisture increases for [the] Ukraine
and Russia,” Li et al. write, “other factors might have
played a dominant role on the observed patterns for
soil moisture.” In this regard they mention solar
dimming as well as the fact that in response to
elevated atmospheric CO, concentrations, “many
plant species reduce their stomatal openings, leading
to a reduction in evaporation to the atmosphere,” so
that “more water is likely to be stored in the soil or
[diverted to] runoff,” reporting that this phenomenon
was detected by Gedney et al. (2006) in continental
river runoff data.

Given these findings, the climate models
employed in the IPCC’s AR4 appear to be deficient in
their ability to correctly simulate soil moisture trends,
even when applied to the past and when driven by
observed climate forcings. In the words of Li et al.,
“global climate models should better integrate the
biological, chemical, and physical components of the
earth system.” Essentially all climate models
employed to date have erred with respect to what
Robock et al. (2005) describe as “one of the gravest
threats of global warming.”

References

Cubasch, U., Meehl, G.A., Boer, G.J., Stouffer, R.J., Dix,
M., Noda, A., Senior, C.A., Raper, S. and Yap, K.S. 2001.
Projections of future climate change. In Climate Change
2001: The Scientific Basis: Contribution of Working Group
I to the Third Assessment Report of the Intergovernmental
Panel on Climate Change, edited by J.T. Houghton, et al.,
525-582. Cambridge, NY: Cambridge University Press.

Gedney, N., Cox, P.M., Betts, R.A., Boucher, O.,
Huntingford, C., and Stott, P.A. 2006. Detection of a direct
carbon dioxide effect in continental river runoff records.
Nature 439: 835-838.

Gleick, P.H. 1989. Climate change, hydrology and water
resources. Reviews of Geophysics 27: 329-344.



Climate Models and Their Limitations

Gregory, J.M., Mitchell, J.F.B., and Brady, A.J. 1997.
Summer drought in northern midlatitudes in a time-
dependent CO, climate experiment. Journal of Climate 10:
662-686.

Guo, Z. and Dirmeyer, P.A. 2006. Evaluation of the
Second Global Soil Wetness Project soil moisture
simulations: 1. Intermodel comparison. Journal of
Geophysical Research 111: 10.1029/2006JD007233.

Komescu, A.U., Eikan, A., and Oz, S. 1998. Possible
impacts of climate change on soil moisture availability in
the Southeast Anatolia Development Project Region
(GAP): An analysis from an agricultural drought
perspective. Climatic Change 40: 519-545.

Li, H., Robock, A., and Wild, M. 2007. Evaluation of
Intergovernmental Panel on Climate Change Fourth
Assessment soil moisture simulations for the second half of
the twentieth century. Journal of Geophysical Research
112: 10.1029/2006JD007455.

Liepert, B.G., Feichter, J., Lohmann, U., and Roeckner, E.
2004. Can aerosols spin down the water cycle in a warmer
and moister world? Geophysical Research Letters 31.:
10.1029/2003GL019060.

Manabe, S. and Wetherald, R.T. 1986. Reduction in
summer soil wetness induced by an increase in atmospheric
carbon dioxide. Science 232: 626-628.

Rind, D. 1988. The doubled CO, climate and the sensitivity
of the modeled hydrologic cycle. Journal of Geophysical
Research 93: 5385-5412.

Robock, A., Mu, M., Vinnikov, K., Trofimova, |.V., and
Adamenko, T.I. 2005. Forty-five years of observed soil
moisture in the Ukraine: No summer desiccation (yet).
Geophysical Research Letters 32: 10.1029/2004GL021914.

Robock, A., Vinnikov, K.Y, Srinivasan, G., Entin, J.K.,
Hollinger, S.E., Speranskaya, N.A., Liu, S., and Namkhai,
A. 2000. The global soil moisture data bank. Bulletin of the
American Meteorological Society 81: 1281-1299.

Srinivasan, G., Robock, A., Entin, J.K., Luo, L., Vinnikov,
K.Y., Viterbo, P., and Participating AMIP Modeling
Groups. 2000. Soil moisture simulations in revised AMIP
models. Journal of Geophysical Research 105: 26,635—
26,644.

Vlades, J.B., Seoane, R.S., and North, G.R. 1994. A
methodology for the evaluation of global warming impact
on soil moisture and runoff. Journal of Hydrology 161:
389-413.

Wetherald, R.T. and Manabe, S. 1999. Detectability of
summer dryness caused by greenhouse warming. Climatic
Change 43: 495-511.

Zavaleta, E.S., Thomas, B.D., Chiariello, N.R., Asner,
G.P., Shaw, M.R., and Field, C.B. 2003. Plants reverse

warming effect on ecosystem water balance. Proceedings
of the National Academy of Science USA 100: 9892-9893.

1.6. Climate Sensitivity

“We still can’t predict future climate responses at low
and high latitudes, which constrains our ability to
forecast changes in atmospheric dynamics and
regional climate.” Thus states the subtitle of a paper
by NASA Senior Scientist David Rind of the Goddard
Institute for Space Studies (Rind, 2008). Rind begins
his review and analysis of this important subject by
noting Charney et al. (1979) concluded global
temperature sensitivity to a doubling of the
atmosphere’s CO, concentration was “between 1.5°
and 4.5°C,” while noting since that time “we have not
moved very far from that range.” In addition, he
reports uncertainty in our assessment of high- and
low-latitude climate sensitivity “is also still as great
as ever, with a factor of 2 at both high and low
latitudes.”

Rind lists a number of separate problems. For one
thing, whether the water vapor response to warming
employed by climate models “is realistic is hard to
assess,” as he puts it, “because we have not had recent
climate changes of the magnitude forecast for the rest
of this century” to test against. Closely associated are
low-latitude difficulties related to modeling both low-
and high-level clouds in the tropics and the physics
and dynamics associated with them, plus high-latitude
difficulties associated with cryosphere feedbacks
related to sea ice and snow cover.

One approach to dealing with these uncertainties
has been to suggest, in Rind’s words, that “we can
have greater confidence in the multi-model mean
changes than in that of any individual model for
climate change assessments.” However, he writes, “it
is doubtful that averaging different formulations
together will end up giving the ‘right’ result,” because
“model responses (e.g., tropical land precipitation)
can often be of different signs, and there can be little
confidence that averaging them together will produce
a better result.”

Rind thus concludes, “at this point, we cannot
determine the low- and high-latitude sensitivities, and
we have no real way of obtaining them.” These
unknowns, in his opinion, “affect the confidence we
can have in many of our projections of atmospheric
dynamic and hydrologic responses to global
warming.”
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Rind states, ‘“forecasting even the large-scale
response to climate change is not easy given the
current uncertainties,” and “regional responses may
be the end result of varying influences in part due to
warming in different tropical and high-latitude
regions.”

As to what Rind’s analysis of the climate-
modeling enterprise suggests about the future, he
writes, “real progress will be the result of continued
and newer observations along with modeling
improvements based on these observations,” which
observations must provide the basis for evaluating all
model implications. So difficult will this task be,
however, that he says “there is no guarantee that these
issues will be resolved before a substantial global
warming impact is upon us.” However, because of the
large uncertainties—and unknowns—that surround
many aspects of Earth’s complex climate system,
there is also no guarantee there even will be any
“substantial global warming impact” from a doubling
or more of the air’s CO, content.

Lindzen and Choi (2009), two Massachusetts
Institute of Technology scientists, used the National
Centers for Environmental Prediction’s 16-year
(1985-1999) monthly record of sea surface
temperature (SST), together with corresponding
radiation data from the Earth Radiation Budget
Experiment, to estimate the sign and magnitude of
climate feedback over the oceanic portion of the
tropics and thus obtain an empirical evaluation of
Earth’s thermal sensitivity, as opposed to the model-
based evaluation employed by the IPCC.

According to Lindzen and Choi, all 11 models
employed in the IPCC’s analysis “agree as to positive
feedback,” but they find that they all disagree—and
disagree “very sharply”—with the real-world
observations that Lindzen and Choi utilized, which
imply that negative feedback actually prevails.
Moreover, the presence of that negative feedback
reduces the CO,-induced propensity for warming to
the extent that their analysis of the real-world
observational data yields only a mean SST increase
“of ~0.5°C for a doubling of CO,.”

How does one decide which of the two results is
closer to the truth? Real-world data would be the
obvious standard against which to compare model-
derived results, but since Lindzen and Choi’s results
are indeed based on real-world measurements, the
only alternative we have is to seek other real-world
results. Fortunately, there are several such findings,
many of which are summarized by in Idso (1998),
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who describes eight “natural experiments” that he
personally employed in prior studies to determine
“how earth’s near-surface air temperature responds to
surface radiative perturbations.”

The eight natural experiments used by Idso were
(1) the change in the air’s water vapor content that
occurs at Phoenix, Arizona with the advent of the
summer monsoon, (2) the naturally occurring vertical
redistribution of dust that occurs at Phoenix between
summer and winter, (3) the annual cycle of surface air
temperature caused by the annual cycle of solar
radiation absorption at the Earth’s surface, (4) the
warming effect of the entire atmosphere caused by its
mean flux of thermal radiation to the surface of the
Earth, (5) the annually averaged equator-to-pole air
temperature gradient that is sustained by the annually
averaged equator-to-pole gradient of total surface-
absorbed radiant energy, (6) the mean surface
temperatures of Earth, Mars, and Venus relative to the
amounts of CO, contained in their atmospheres, (7)
the paradox of the faint early sun and its implications
for Earth’s thermal history, and (8) the greenhouse
effect of water vapor over the tropical oceans and its
impact on sea surface temperatures.

These eight analyses, in the words of Idso,
“suggest that a 300 to 600 ppm doubling of the
atmosphere’s CO, concentration could raise the
planet’s mean surface air temperature by only about
0.4°C,” which is right in line with Lindzen and Choi’s
deduced warming of ~0.5°C for a nominal doubling
of the air’s CO, content. Hence, there would appear to
be strong real-world data that argue against the
overinflated CO,-induced global warming predicted
by state-of-the-art climate models.
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Introduction
In a paper that appeared in the 15 October 2010 issue
of Science, Lacis et al. (2010) claim atmospheric CO;
is the “principal control knob governing earth’s
temperature.” Using models that employ only
physical principles, they profess to have proven that
carbon dioxide—not water vapor—should hold the
title of “principal controller of earth’s temperature”
because water vapor, being a condensable greenhouse
gas at current temperatures, is a “fast responder” to
temperature changes induced by variations in both
solar radiation intensity and non-condensable
greenhouse gas concentrations, the most significant of
which is CO,. Therefore, by meekly “following in the
footsteps™ of CO, (decreasing in concentration when
the atmosphere’s CO, content drops and air
temperatures cool), water vapor’s potential role as an
instigator of climate change is essentially preempted.
All else being equal, their conclusion might be
correct. However, “all else being equal” is rarely the
case in the real world, and in the case in point CO,
affects Earth’s climate in several more ways than
through its thermal radiative properties. CO,
promotes plant growth both on land and throughout
the surface waters of the world’s oceans, and this vast
assemblage of plant life has the ability to affect
Earth’s climate in several ways, almost all of them
tending to counteract the heating or cooling effects of
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CO,’s thermal radiative forcing as its concentration
either rises or falls, thereby helping to maintain
Earth’s temperature within a range that is conducive
to the continued existence and indeed flourishing of
the planet’s myriad life forms.

For example, Earth’s plants—ranging from
unicellular algae in the sea to grasses, shrubs, and
majestic trees on land—emit copious quantities of
gases that are converted to particles in the
atmosphere, forming aerosols that reflect significant
amounts of incoming solar radiation back to space,
thereby cooling the planet, or that serve as
condensation nuclei for cloud droplets that create
more numerous, more extensive, longer-lasting, and
brighter clouds that also cool the globe. Therefore,
depending on whether the air’s CO, content is
increasing or decreasing, these phenomena result in
changes in global radiative forcing similar in
magnitude, but generally opposite in sign, to the
direct thermal forcing induced by the increases or
decreases in the atmosphere’s CO, concentration.

Many of these phenomena are discussed in detail
in Climate Change Reconsidered, the 2009 report of
the Nongovernmental International Panel on Climate
Change (Idso and Singer, 2009). In the subsections
that follow, we provide brief reviews of related
research that has subsequently been conducted on
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these and other climate forcing and feedback
phenomena.
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2.1. Aerosols

Aerosols are an important factor in global temperature
because they serve as condensation nuclei for clouds;
clouds are important because they affect Earth’s
energy budget through their ability to reflect and
scatter light and their propensity to absorb and radiate
thermal radiation.

Roesler and Penner (2010) employed a
microphysical model to explore how the chemical
composition and size of aerosols affects the
concentration and size of cloud droplets over the
United States (using aerosol  composition
measurements from 1988-2004), while varying the
strength of atmospheric vertical motions lifting
initially saturated air parcels over a distance of about
300 meters in order to induce cloud formation. As
vertical motion increased in their model, the number
of cloud droplets increased. In addition, they found
that larger aerosols, though fewer in number, were
more soluble as they formed cloud droplets, as
opposed to smaller, less-soluble aerosols that were
more numerous, the end result being that the larger
aerosols were better at producing cloud droplets than
were the smaller aerosols. As an added complexity,
they found the all-important size of the aerosols
depended on their chemical composition, which
varied by region and by season. Consequently, the
two scientists concluded, “a global model using an
empirical  relationship  based on  regional
measurements could over or under predict droplet
concentrations when applied to other regions
depending on differences in [aerosol] composition,”
thus demonstrating the great need for complex time-
and location-dependent empirical data regarding the
physical and chemical characteristics of aerosols as
input to general circulation models (GCMs).
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In a contemporaneous study of aerosols, Carslaw
et al. (2010) write, “the natural environment is a
major source of atmospheric aerosols, including dust,
secondary organic material from terrestrial biogenic
emissions, carbonaceous particles from wildfires, and
sulphate from marine phytoplankton dimethyl
sulphide emissions.” These aerosols ‘“have a
significant effect on many components of the Earth
system, such as the atmospheric radiative balance and
photosynthetically available radiation entering the
biosphere, the supply of nutrients to the ocean, and
the albedo of snow and ice. With this background in
mind, the authors reviewed “the impact of these
natural systems on atmospheric aerosols based on
observations and models, including the potential for
long term changes in emissions and feedbacks on
climate.”

Based on their review, the seven scientists report,
“the number of drivers of change is very large and the
various systems are strongly coupled,” noting “there
have therefore been very few studies that integrate the
various effects to estimate climate feedback factors.”
However, they add, ‘“available observations and
model studies suggest that the regional radiative
perturbations are potentially several watts per square
meter due to changes in these natural aerosol
emissions in a future climate,” which is equivalent to
the magnitude of climate forcing projected to result
from increases in greenhouse gases but typically of
the opposite sign.

Arriving at their ultimate conclusion, therefore,
Carslaw et al. state, “the level of scientific
understanding of the climate drivers, interactions and
impacts is very low.” This is difficult to reconcile
with the great degree of confidence the IPCC attaches
to the conclusions it reaches about Earth’s climatic
future.

Some scientists believe aerosols could have a
warming effect. Kiendler-Scharr et al. (2009) “present
evidence from simulation experiments conducted in a
plant chamber that isoprene can significantly inhibit
new particle formation.” The significance of this
finding derives from the fact that “the most abundant
volatile organic compounds emitted by terrestrial
vegetation are isoprene and its derivatives, such as
monoterpenes and sesquiterpenes,” and the fact, as
described in the “This Issue” abstract section of the
Nature issue in which the paper appeared (p. 311),
that “these compounds are involved in the formation
of organic aerosols [the ‘new particles’ mentioned by
them], which act as ‘seeds’ for cloud formation and
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hence as cooling agents via an effect on radiative
forcing.” Ziemann (2009), in a “News & Views”
article that discusses the Kiendler-Scharr et al. paper,
writes that “clouds formed at higher CCN [cloud
condensation nuclei] concentrations have more and
smaller drops than those formed at lower
concentrations, and so reflect more sunlight and are
longer-lived—effects that, at the global scale,
enhance the planetary cooling that counteracts some
of the warming caused by greenhouse gases.” Thus, if
vegetative isoprene emissions were to increase, driven
directly by rising temperatures and/or indirectly by
warming-induced changes in the species composition
of boreal forests (as further suggested by Ziemann),
the resulting decrease in CCN concentrations “could
lead to increased global-warming trends,” as
suggested by Kiendler-Scharr in a “Making the
Paper” article in the same issue of Nature (p. 313).
The rather convoluted story propounded by these
four related items may sound like a blow to those
familiar with data showing negative feedbacks are
likely to maintain the temperature of the planet within
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bounds conducive to its own continued existence.
However, and almost as an afterthought, Ziemann
writes that some consideration should also be given to
what he describes as “the potential suppression of
terpene emissions by elevated carbon dioxide
concentrations.” When this is done, it is readily
evident, as demonstrated by the multiple sets of
observational data plotted in Figure 2.1, that rising
atmospheric CO, concentrations will decrease
isoprene emissions and thus increase CCN
concentrations and lead to a cooling of the planet.
These facts have yet to be sufficiently addressed by
the IPCC.
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Figure 2.1. Field and laboratory observations of leaf isoprene emissions from plants grown in a
variety of atmospheric CO, concentrations (Ca), normalized to a value of unity at Ca = 370 umol
mol™ (= 370 ppm). Adapted from Young et al. (2009).
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2.2. Dimethyl Sulfide

In the 2009 NIPCC report, Idso and Singer (2009)
discussed the plausibility of a multistage negative
feedback  process  whereby  warming-induced
increases in the emission of dimethyl sulfide (DMS)
from the world’s oceans tend to counteract any initial
impetus for warming. The basic tenet of this
hypothesis is that the global radiation balance is
significantly influenced by the albedo of marine
stratus clouds (the greater the cloud albedo, the less
the input of solar radiation to the Earth’s surface).
The albedo of these clouds, in turn, is known to be a
function of cloud droplet concentration (the more and
smaller the cloud droplets, the greater the cloud
albedo and the reflection of solar radiation), which is
dependent upon the availability of cloud condensation
nuclei on which the droplets form (the more cloud
condensation nuclei, the more and smaller the cloud
droplets). And in completing the negative feedback
loop, the cloud condensation nuclei concentration
often depends upon the flux of biologically produced
DMS from the world’s oceans (the higher the sea
surface temperature, the greater the sea-to-air flux of
DMS).

Since the publication of the 2009 NIPCC report,
additional empirical evidence has been found to
support the several tenets of the DMS feedback
process. Qu and Gabric (2010), for example,
introduce their contribution to the subject by stating,
“dimethylsulfide (DMS) is the main volatile sulfur
[species] released during the formation and decay of
microbial ocean biota” and “aerosols formed from the
atmospheric conversion of DMS to sulfate and
methanesulfonic acid can exert a climate cooling
effect directly by scattering and absorbing solar
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radiation and indirectly by promoting the formation of
cloud condensation nuclei and increasing the albedo
of clouds, thus reflecting more solar radiation back
into space.”

Working with climate and DMS production data
from the region of the Barents Sea (70-80°N, 30—
35°E) obtained over the period 1998 to 2002, Qu and
Gabric employed a genetic algorithm to calibrate
chlorophyll-a measurements (obtained from SeaWiFS
satellite data) for use in a regional DMS production
model. Then, using GCM temperature outputs for the
periods 1960-1970 (pre-industry CO, level) and
2078-2086 (triple the pre-industry CO, level), they
calculated the warming-induced enhancement of the
DMS flux from the Barents Sea region.

The two researchers report, “significantly
decreasing ice coverage, increasing sea surface
temperature and decreasing mixed-layer depth could
lead to annual DMS flux increases of more than 100%
by the time of equivalent CO, tripling (the year
2080).” In commenting on their findings, they state,
“such a large change would have a great impact on
the Arctic energy budget and may offset the effects of
anthropogenic warming that are amplified at polar
latitudes.” What is more, they write, “many of these
physical changes will also promote similar
perturbations for other biogenic species (Leck et al.,
2004), some of which are now thought to be equally
influential to the aerosol climate of the Arctic Ocean.”
Thus it can be appreciated that DMS production in a
warming world—especially when augmented by
analogous biogenic phenomena—may provide a large
moderating influence on the primary impetus for
warming that is produced by mankind’s emissions of
CO, and other greenhouse gases.

Kim et al. (2010) write that DMS “represents
95% of the natural marine flux of sulfur gases to the
atmosphere (Bates et al., 1992; Liss et al., 1997),” and
they say it “may be oxidized to form non sea-salt
sulfate aerosols, which are known to act as cloud
condensation nuclei and thereby exert a cooling effect
by absorbing or scattering solar radiation.” They cite
Charlson et al. (1987), who first described the
intriguing and important chain of events. They also
note “DMS is generated by intracellular or
extracellular  enzymatic cleavage of DMSP
[dimethylsulfoniopropionate] by DMSP-lyase, which
is synthesized by algae and bacteria, following DMSP
secretion from producer cells or release following
autolysis or viral attack,” while noting that “grazing
activity can also result in DMSP conversion to DMS
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if DMSP and DMSP-lyase are physically mixed
following grazing,” citing Stefels et al., 2007, and
Wolfe and Steinke, 1996.

Working in the coastal waters of Korea from 21
November to 11 December 2008, the 14 Korean
scientists utilized 2,400-liter mesocosm enclosures to
simulate, in triplicate, three sets of environmental
conditions—an ambient control (~400 ppm CO, and
ambient temperature), an acidification treatment
(~900 ppm CO, and ambient temperature), and a
greenhouse treatment (~900 ppm CO, and ~3°C
warmer-than-ambient temperature)—and within these
mesocosms they initiated phytoplankton blooms by
adding equal quantities of nutrients to each mesocosm
on day 0. For 20 days thereafter they measured
numerous  pertinent  parameters  within  each
mesocosm. This work revealed, as they describe it,
that “total accumulated DMS concentrations
(integrated over the experimental period) in the
acidification and greenhouse mesocosms were
approximately 80% and 60% higher than the values
measured in the control mesocosms, respectively,”
which they attribute to the fact that, in their
experiment, “autotrophic nanoflagellates (which are
known to be significant DMSP producers) showed
increased growth in response to elevated CO,” and
“grazing rates [of microzooplankton] were
significantly higher in the treatment mesocosms than
in the control mesocosms.” In the concluding
paragraph of their paper, they write, “the key
implication of our results is that DMS production
resulting from CO,-induced grazing activity may
increase under future high CO, conditions,”
concluding that “DMS production in the ocean may
act to counter the effects of global warming in the
future.”
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2.3. Solar Forcing of Climate

Solar forcing of climate during the Current Warm
Period has long been discounted by climate alarmists
and the IPCC as being of insufficient magnitude to
cause the observed rise in late twentieth and early
twenty-first century temperatures. In contrast, the
2009 NIPCC report (Idso and Singer, 2009) made a
strong case for solar forcing. In this section we
present findings of additional papers that support a
significant influence of this celestial body on Earth’s
climate, beginning with a discussion of the study of
Helama et al. (2010).

The study of sun-climate connections long has
been plagued by the lack of suitably extensive and
continuous data for solar activity and climatic
variables. Helama et al. (2010), however, overcame
some of those difficulties by examining the sun-
climate relationship in unprecedented detail from the
Mid- to Late-Holocene, beginning a new exploration
of sun-climate co-variations on bimillennial and
millennial timescales. In conducting their study, for
example, they produced a well-dated and annually
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resolved tree-ring proxy temperature reconstruction
from 5500 BCE to 2004 CE, which was
representative of the high Arctic region of Northern
Lapland, Finland, and Norway (68-70°N, 20-30°E),
after which they employed the reconstructed sunspot
series for the past 11,000 years that was developed by
Solanki and colleagues in 2004 as a proxy for their
solar activity index. Although Helama et al. were able
to confirm relevant temperature oscillations on
centennial and bicentennial timescales, they chose to
focus their study on bimillennial and millennial
timescale variations.

Figure 2.3.1 shows the band-pass filtered (900—
1100 years) millennial-scale variations of the sunspot
number series and reconstructed tree-ring temperature
series are very well correlated if one introduces a time
lag of about 70 years. The statistical correlations

contrast, the authors cannot demonstrate similar
positive or significant correlations for the sun-climate
variables for bimillennial (band-pass filtering of 1,150
to 3,000 years) scale variations for the last two
thousand vyears (late Holocene), but stronger
correlations (with r = 0.877 and p = 0.0121) were
shown to exist between sunspot activity and
temperatures at high-latitude Lapland for the Mid
Holocene interval at the bimillennial timescale (not
shown).

Helama et al. (2010) suggest the statistical
correlations for the sun and temperature series on
millennial timescales depicted in the figure above are
probably realistic and physically meaningful,
especially if one takes into account the time lag of
60-80 years. They explain that the probable scenario
for explaining this relationship would be that solar
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Figure 2.3.1. Band-pass filtered (900—1100 years) millennial-scale variations of the sunspot number
series and reconstructed tree-ring temperature series lagged by 70 years. From Helama et al. (2010).

between the two sun-climate variables change with
time but become more significant during the last
2,000 years with r = 0.796 and p = 0.0066. In

activity could have driven the advection of cold
surface waters southward and eastward in the
subpolar North Atlantic and that cold water
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perturbation may ultimately influence the production
of the North Atlantic deep water down to a depth of
2,000 meters. This chain of processes would probably
need to include a time delay for actions within the
high Arctic to propagate further south to affect the
formation and working of the famous North Atlantic
oceanic flywheel known as the North Atlantic
Meridional Overturning Circulation. It also should be
noted that such physical time delays, although in a
shorter time range of five to 30 years, have been
pointed out to be necessary for a physical connection
between changes in the Sun and climatic conditions
around Europe and North and tropical Atlantic
regions by Eichler et al. (2010) and Soon (2009).

The authors also provide a brief discussion of
plausible sun-climate mechanisms through the
atmosphere, invoking changing  tropospheric-
stratospheric  temperature gradients. But they
ultimately conclude that a pathway and mechanism
involving the ocean for both memory and
redistribution of heat are probably needed to explain
what they observed for bimillennial and millennial
temperature variations during the Mid to Late
Holocene in the high Arctic.

Finally, it is important to note Helama et al.’s
observation that “the near-centennial delay in climate
in responding to sunspots indicates that the Sun’s
influence on climate arising from the current episode
of high sunspot numbers [which are the most
pronounced of the entire record] may not yet have
manifested itself fully in climate trends,” and “if
neglected in climate models, this lag could cause an
underestimation of twenty-first-century warming
trends.”

Examining the sun-climate connection on a
much-reduced time scale were Le Mouel et al.
(2010a). The team of Professors Jean-Louis Le
Mouel, Vincent Courtillot, and colleagues has been
particularly inspired and productive of late in
publishing papers revealing more evidence and
information about how the sun’s variable magnetic
activity may affect various terrestrial phenomena,
including weather and climate (see for example
Kossobokov et al. 2010; Le Mouel et al. 2010b). And
their 2010 publication (Le Mouel et al. 2010a) adds
even more remarkable evidence and insight to the
topic.

Figure 2.3.2, for example, displays some rather
unexpected and surprising correlations between the
long-term variation in the amplitude (A) of the solid
Earth rotation parameter (here they have adopted its

well-detected semiannual variation) called length-of-
day, and two candidate solar activity measures:
sunspot number (SN) and neutron count (NC, a proxy
for incoming galactic cosmic rays), obtained from a
station in Moscow, Russia. They point out that A and
NC are inversely correlated with SN, the solar activity
index, which leads A by about one year. And since
galactic cosmic rays are also inversely related to
sunspot number with a delay of one to two years or
so, A is directly correlated to NC.

Le Mouel et al. (2010a) explain the correlations
in the figure above as being due to a plausible
physical link of the 11-year solar activity cycle to a
systematic modulation of tropospheric zonal wind
(since winds above 30 km contribute less than 20
percent of Earth’s angular momentum, as proxied by
A). They also make the important point that although
the IPCC and others usually rule out the role of solar
irradiance impact on terrestrial climate because of the
small interannual changes in the solar irradiance, such
an argument does not apply to the plausible link of
the large seasonal incoming solar radiation in
modulating the semiannual oscillations in the length-
of-day amplitude. Therefore, Le Mouel et al. (2010a)
say their paper “shows that the Sun can (directly or
indirectly) influence tropospheric zonal mean-winds
over decadal to multidecadal time scales.” And noting
“zonal mean-winds constitute an important element of
global atmospheric circulation,” they go on to
suggest, “if the solar cycle can influence zonal mean-
winds, then it may affect other features of global
climate as well, including oscillations such as the
NAO and MJO, of which zonal winds are an
ingredient.” Thus, “the cause of this forcing,” as they
describe it, “likely involves some combination of
solar wind, galactic cosmic rays, ionosphere-Earth
currents and cloud microphysics.”

Contemporaneously, Scafetta (2010) investigated
lesser-explored solar-planetary interactions and how
they might also be capable of influencing Earth’s
climate. Using the pattern of perturbations of the
sun’s motion relative to the center of the solar system
as a measure of the internal gravitational interactions
of the sun-planet system, he identified—via spectral
analysis and other means—a number of clear periodic
signals. A spectral decomposition of Hadley Centre
climate data shows similar spectra, with the results of
a spectral coherence test of the two histories being
highly significant. On the other hand, the spectral
pattern of climate model simulations does not match
the solar and climatic variability patterns, whereas the
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output of a model based on astronomically forced
cycles does match global temperature data well, and it
matches ocean temperature data even better.

The mechanism behind the newly discovered
suite of relationships appears to be a combination of
planetary gravitational effects upon the sun that
influence both direct solar irradiance and the sun’s
magnetic field, plus an interaction of the magnetic
fields of the other planets with Earth’s magnetic field
and the solar wind. Through these means the solar-
terrestrial magnetic field experiences oscillations of
several different frequencies that each exert an
influence on the intensity of cosmic rays reaching the
Earth and the subsequent generation of climate-
changing clouds. As for the significance of the
hypothesized sun-planets-Earth-(and moon)
interactions, Scafetta notes failure to include these
natural cyclical components of climate in current
state-of-the-art climate models has resulted in at least
a 60 percent overestimate of the degree of
anthropogenic-induced greenhouse warming between
1970 and 2000.

Further examining the cosmic ray/climate
hypothesis, Shaviv (2008) writes as background for
his study, “climatic variations synchronized with solar
variations do exist, whether over the solar cycle or
over longer time-scales,” citing numerous references
in support of this fact. However, it is difficult for
some scientists to accept the logical derivative of this
fact, that solar variations are driving major climate
changes, the prime problem being that measured or
reconstructed variations in total solar irradiance seem
far too small to be able to produce the observed
climatic changes.

One potential way of resolving this dilemma
would be to discover some type of amplification
mechanism, but most attempts to identify one have
been fraught with difficulty and met with much
criticism. In this particular instance, however, Shaviv
makes a good case for at least the existence of such an
amplifier, and he points us in the direction of a
sensible candidate to fill this role.

Shaviv “use[d] the oceans as a calorimeter to
measure the radiative forcing variations associated
with the solar cycle” via “the study of three
independent records: the net heat flux into the oceans
over 5 decades, the sea-level change rate based on
tide gauge records over the 20th century, and the sea-
surface temperature variations,” each of which can be
used “to consistently derive the same oceanic heat
flux.”

In pursuing this path, Shaviv demonstrates “there
are large variations in the oceanic heat content
together with the 11-year solar cycle.” He also reports
the three independent datasets “consistently show that
the oceans absorb and emit an order of magnitude
more heat than could be expected from just the
variations in the total solar irradiance,” thus
“implying,” as he describes it, “the necessary
existence of an amplification mechanism, although
without pointing to which one.”

Finding it difficult to resist pointing, however,
Shaviv acknowledges his affinity for the solar-wind
modulated cosmic ray flux (CRF) hypothesis,
suggested by Ney (1959), discussed by Dickinson
(1975), and championed by Svensmark (1998). Based
on “correlations between CRF variations and cloud
cover, correlations between non-solar CRF variations
and temperature over geological timescales, as well as
experimental results showing that the formation of
small condensation nuclei could be bottlenecked by
the number density of atmospheric ions,” this
concept, according to Shaviv, “predicts the correct
radiation imbalance observed in the cloud cover
variations” that are needed to produce the magnitude
of the net heat flux into the oceans associated with the
11-year solar cycle. Shaviv thus concludes the solar-
wind modulated CRF hypothesis is “a favorable
candidate” for primary instigator of many climatic
phenomena.

Moving the hypothesis forward one year later,
Knudsen and Riisager (2009) proposed the galactic
cosmic ray (GCR) climate theory involves a solar
forcing of the climate that significantly amplifies the
forcing owing to solar irradiance. Noting “the GCR
flux is also modulated by earth’s magnetic field,” they
speculated, “if the GCR-climate theory is correct, one
would expect not only a relatively strong solar-
climate link, but also a connection between earth’s
magnetic field and climate.” Thus, they went on to
“compare a new global reconstruction of the
Holocene geomagnetic dipole moment (Knudsen et
al., 2008) with proxy records for past low-latitude
precipitation (Fleitmann et al., 2003; Wang et al.,
2005),” the first of which proxy records was derived
from a speleothem &'°0 record obtained from
stalagmite Q5 from Qunf cave in southern Oman, and
the second of which was derived from a similar
record obtained from stalagmite DA from Dongge
cave in southern China.

The two researchers report the various
correlations they observed over the course of the
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Holocene “suggest that the Holocene low-latitude
precipitation variability to some degree was
influenced by changes in the geomagnetic dipole
moment.” More particularly, they say the general
increase in precipitation observed over the past 1,500
years in both speleothem records “cannot be readily
explained by changes in summer insolation or solar
activity,” but that it “correlates very well with the
rapid decrease in dipole moment observed during this
period.” This relationship is largely explained by the
fact that “a higher dipole moment leads to a lower
cosmic ray flux, resulting in reduced cloud coverage
and, ultimately, lower precipitation.”

Knudsen and Riisager also state, “in addition to
supporting the notion that variations in the
geomagnetic field may have influenced earth’s
climate in the past,” their study provides support for a
link “between cosmic ray particles, cloud formation,
and climate, which is crucial to better understand how
changes in solar activity impact the climate system.”

In an intriguing paper published in Physics
Reports, Qing-Bin Lu (2009)—who is associated with
three different departments of Canada’s University of
Waterloo (physics and astronomy, biology, and
chemistry)—injects a new dimension into the debate
over what has been the cause of late twentieth-century
global warming and its apparent early twenty-first-
century cessation.

The bulk of Lu’s paper is dedicated to describing
the new cosmic-ray-driven electron-induced reaction
mechanism—or CRE model—of ozone depletion,
which  he contrasts with the conventional
photochemical model of ozone depletion. Near the
end of his discussion of this other important subject,
however, he makes some original observations about
the possible effects of chlorofluorocarbons (CFCs)
and cosmic-ray-driven ozone depletion on global
climate change. This subsidiary analysis gives one
reason to suspect the IPCC has long been focused on
the wrong greenhouse gas, CO..

Lu begins by noting ozone-depleting CFCs are
also greenhouse gases but that the IPCC has
considered them to provide only about 13 percent of
the total radiative forcing produced by all of the
atmosphere’s well-mixed greenhouse gases. He then
goes on to challenge the low value of this assessment,
stating emphatically (as indicated by his use of
italics), “these conclusions were based on climate
model simulations rather than direct observations.”
He then proceeds to describe and consider certain
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real-world measurements in ways that have not been
done before.

In plotting yearly mean global temperature
deviations (AT, relative to the 1980 mean value) vs.
equivalent effective stratospheric chlorine
concentrations (EESC, normalized to their 1980
value) over the period 1970-2008, for example, Lu
found the former parameter was a well-defined
function of the latter, as may be seen in Figure 2.3.3,
where the correlation coefficient (R) of the linear
relationship between the two parameters is 0.89 at a
probability level (P) of < 0.0001.

Of course, correlation does not prove causation,
as must also be admitted to be the case when
examining the similar relationship between AT and
the atmosphere’s CO, concentration over the latter
part of the twentieth century and early part of the
twenty-first century. However, Lu makes an
important point in noting that following the
implementation of the Montreal Protocol, the total
halogen level in the lower atmosphere was observed
to peak in 1994, while the EESC over Antarctica was
estimated to peak around the year 2000, after which it
actually began to decline, as did global temperature,
as shown in Figure 2.3.4. And based on the estimated
trend of EESC over the next four decades, Lu’s
analysis suggests the Earth could well continue to
cool—as it has been gradually doing for the past
decade—until the middle of the current century or
more.

As for what it all means, Lu states in the
concluding paragraph of his lengthy treatise that the
“observed data point to the possibility that the global
warming observed in the late 20th century was
dominantly caused by CFCs, modulated by CRE-
driven ozone depletion” and “with the decreasing
emission of CFCs into the atmosphere, global cooling
may have started since 2002.” Lu does not contend
this must be the case; he states only that “this is likely
a subject deserving close attention.” The question
now is: Will other scientists and the IPCC provide
that close attention?
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2.4. Other Forcings and Feedbacks
Researchers have identified other forcings and
feedbacks about which little is currently known (or
acknowledged by the IPCC), but which may
ultimately prove to be important drivers of climate
change. In this section we examine some of those
phenomena that have been described in the peer-
reviewed scientific literature.

2.4.1 Stratospheric Water Vapor

Solomon et al. (2010) write, “the trend in global
surface temperatures has been nearly flat since the
late 1990s despite continuing increases in the forcing
due to the sum of the well-mixed greenhouse gases
(CO,, CHy, halocarbons, and N,O), raising questions
regarding the understanding of forced climate change,
its drivers, the parameters that define natural internal
variability, and how fully these terms are represented

in climate models.” In an effort to improve our
understanding of climate forcing, they used
observations  of  stratospheric ~ water  vapor
concentration obtained over the period 1980-2008,
together with detailed radiative transfer and modeling
information, to calculate the global climatic impact of
this important greenhouse gas and compare it with
trends in mean global near-surface air temperature
observed over the same time period.

According to the seven scientists, stratospheric
water vapor concentrations decreased by about 10
percent after the year 2000, and their analysis
indicates this decrease should have slowed the rate of
increase in global near-surface air temperature
between 2000 and 2009 by about 25 percent
compared to what would have been expected on the
basis of climate model calculations due to measured
increases in carbon dioxide and other greenhouse
gases over the same period. In addition, they found,
“more limited data suggest that stratospheric water
vapor probably increased between 1980 and 2000,
which would have enhanced the decadal rate of
surface warming during the 1990s by about 30%
[above what it would have been without the
stratospheric water vapor increase].”

In their concluding paragraph, Solomon et al. thus
write it is “not clear whether the stratospheric water
vapor changes represent a feedback to global average
climate change or a source of decadal variability.” In
either case, their findings elucidate a hugely
important phenomenon not previously included in any
prior analyses of global climate change. They also
write that current climate models do not “completely
represent the Quasi Biennial Oscillation [which has a
significant impact on stratospheric water vapor
content], deep convective transport [of water vapor]
and its linkages to sea surface temperatures, or the
impact of aerosol heating on water input to the
stratosphere.” Consequently, in light of (1) Solomon
et al.’s specific findings, (2) their listing of what
current climate models do not do (which they should
do), and (3) the questions they say are raised by the
flat-lining of mean global near-surface air
temperature since the late 1990s, it is premature to
conclude that current state-of-the-art models know
enough to correctly simulate the intricate workings of
Earth’s climate regulatory system.
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2.4.2 Volcanic and Seismic Activity

Tuffen (2010) writes, “there is growing evidence that
past changes in the thickness of ice covering
volcanoes have affected their eruptive activity.” He
states, “the rate of volcanic activity in Iceland
accelerated by a factor of 30-50 following the last
deglaciation at approximately 12 ka (Maclennan et
al., 2002)” and ““analyses of local and global eruption
databases have identified a statistically significant
correlation between periods of climatic warming
associated with recession of ice and an increase in the
frequency of eruptions (Jellinek et al., 2004; Nowell
et al., 2006; Huybers and Langmuir, 2009).” Thus he
asks the next logical question: “Will the current ice
recession provoke increased volcanic activity and
lead to increased exposure to volcanic hazards?”

In response to his self-interrogation, Tuffen—a
researcher at the Lancaster Environment Centre of
Lancaster University in the United Kingdom—
proceeds to “analyze our current knowledge of how
ice thickness variations influence volcanism” and to
“identify several unresolved issues that currently
prevent quantitative assessment of whether activity is
likely to accelerate in the coming century.”

At the conclusion of his review and analysis,
Tuffen finds “ice unloading may encourage more
explosive eruptions” but “melting of ice and snow
may decrease the likelihood and magnitude of
meltwater floods.” On the other hand, he writes, there
is (1) “uncertainty about the time scale of volcanic
responses to ice unloading,” (2) “poor constraint on
how ice bodies on volcanoes will respond to twenty-
first century climate change,” (3) “lack of data on
how past changes in ice thickness have affected the
style of volcanic eruptions and associated hazards,”
and he notes (4) “the sensitivity of volcanoes to small
changes in ice thickness or to recession of small
glaciers on their flanks is unknown,” (5) “it is not
known how localized ice withdrawal from
stratovolcanoes [tall, conical volcanoes with many
layers (strata) of hardened lava, tephra, and volcanic
ash] will affect shallow crustal magma storage and
eruption,” and (6) “broader feedbacks between
volcanism and climate change remain poorly
understood.”

The U.K. researcher concludes, “in order to
resolve these problems, both new data and improved
models are required.” In the data area, he states,
“existing databases of known volcanic eruptions need
to be augmented by numerous detailed case studies of
the Quaternary eruptive history of ice-covered
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volcanoes.” Regarding models, he writes, “improved
physical models are required to test how magma
generation, storage and eruption at stratovolcanoes
are affected by stress perturbations related to the
waxing and waning of small-volume ice bodies on
what is commonly steep topography.” Last, he
suggests “feedbacks between the mass balance of ice
sheets and glaciers and volcanic activity need to be
incorporated into future earth-system models.” Hence,
it is clear that much is known about the subject, but it
is equally clear that much is still to be learned.

0. Molchanov (2010) of the Russian Academy of
Sciences’ Institute of the Physics of the Earth,
headquartered in Moscow, Russia, makes a case for
the hypothesis that, at least partially, global climate
changes and corresponding activity indices such as
the ENSO phenomenon are induced by similar
variations in seismicity. Molchanov (1) calculates the
cumulative annual seismic energy released by large
earthquake events originating from depths of 0 to 38
km, based on data archived by the U.S. Geological
Survey for the 35-year time interval of 1973-2008 for
various earthquake activity zones spread across the
tropical and western Pacific—including the Chilean
subduction zone; the Tonga-Kermadec zone; the
Sunda, Philippine, and Solomon Sea zones; and the
Mariana, Japan, and Kuril-Kamchatka zones—and (2)
compares the then-evident periodicity of seismic
energy production with that of sea surface
temperature oscillations that occurred over the same
35-year period within the Nifio zones 1+2 (0-10°S,
90-80°W), 3 (5°N-5°S, 150-90°W), and 4 (5°N-5°S,
160°E—150°W).

It was first determined that the “climate indices
show expected ENSO variation” and “amazingly,” as
Molchanov describes it, the earthquake indices
demonstrate “similar quasi-ENSO variations.” So the
next question was obviously: which is the action and
which is the reaction? From a number of other
factors, the Russian researcher concludes it is “more
probable” that earthquake activity is “forcing the
ENSO variation in the climate” than vice versa.

In concluding his paper, Molchanov states,
“trends in the climate and seismic variations are
similar to each other” and “it is rather probable that
the climate ENSO effect is at least partially induced
by seismicity with a time lag of about 1.5 years,”
leaving it up to others to further study and debate the
issue.
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2.4.3 Carbon Sequestration

Lin et al. (2010) observe that “most models predict
that climate warming will increase the release of
carbon dioxide from the terrestrial biosphere into the
atmosphere, thus triggering positive climate-terrestrial
carbon feedback which leads to a warmer climate.”
However, they state the “stimulation of biomass
accumulation and net primary productivity of
terrestrial ecosystems under rising temperature
(Rustad et al., 2001; Melillo et al., 2002; Luo et al.,
2009) may enhance carbon sequestration and
attenuate the positive feedback between climate
warming and the terrestrial biosphere.”

In an effort to find out which view is correct, Lin
et al. conducted a meta-analysis of pertinent data from
127 individual studies published before June 2009, in
order to determine whether the overall impact of a
substantial increase in the air’s CO, concentration on
terrestrial biomass production would likely be
positive or negative.

The three scientists report that for the totality of
terrestrial plants included in their analysis, “warming
significantly increased biomass by 12.3%” and there
was a “significantly greater stimulation of woody
(+26.7%) than herbaceous species (+5.2%).” They
also found the warming effects on plant biomass
production “did not change with mean annual
precipitation or experimental duration” and “other
treatments, including CO, enrichment, nitrogen
addition, drought, and water addition, did not alter
warming responses of plant biomass.” Given such
findings, the Chinese researchers conclude, “results in
this and previous meta-analyses (Arft et al., 1999;
Rustad et al., 2001; Dormann and Woodin, 2002;
Walker et al.,, 2006) have revealed that warming
generally increases terrestrial plant biomass,
indicating enhanced terrestrial carbon uptake via plant
growth and net primary productivity.” Thus, we can
logically expect that (1) the ongoing rise in the air’s
CO, content will soften its own tendency to increase
global temperatures, while simultaneously (2)
enhancing Earth’s terrestrial vegetation with greater
growth rates and biomass production, both in the
agricultural arena and throughout the planet’s many
natural ecosystems.

In another study, Geibert et al. (2010) write, “the
Southern Ocean (SO) plays a key role in modulating
atmospheric CO, via physical and biological
processes,” but “over much of the SO, biological
activity is iron-limited,” which restricts the SO’s
ability to do its job in this regard. However, they note

“new in situ data from the Antarctic zone south of
Africa in a region centered at ~20°E-25°E reveal a
previously overlooked region of high primary
production.” They sought to learn the cause of this
anomalous production, which is an integral part of the
globe’s deep-ocean carbon transferal system, whereby
massive quantities of CO,-carbon recently absorbed
from the atmosphere are photosynthetically
incorporated into phytoplanktonic biomass, which
either directly or indirectly—via marine food
chains—is transported to the bottom layers of the sea,
where it experiences long-term separation from the
atmosphere.

Based on data obtained from expedition ANT
XX/2 to the Weddell Gyre (WG) that took place from
24 November 2002 to 23 January 2003—carried out
on the icebreaker RV Polarstern—Giebert et al.
acquired “an in situ biogeochemical data set to
complement indirect information from modeling and
remote sensing techniques.” This dataset included
multiple water samples for analyses of nutrients,
oxygen, phytoplankton species identification and
pigment and chlorophyll-a concentration, as well as
for measurements of particulate matter, temperature,
salinity, and the radionuclides %*Th and *U.

The 11 researchers—from Germany, New
Zealand, South Africa, and the United Kingdom—
determined that “sea ice together with enclosed
icebergs is channeled by prevailing winds to the
eastern boundary of the WG,” where a sharp
transition to warmer waters causes melting of ice that
contains significant amounts of iron previously
deposited upon it by aeolian transport of iron-rich
dust. As the larger icebergs penetrate deeper into the
sea, the researchers note, “they are exposed to warmer
waters even during winter, when sea ice is present
and growing,” which means the “continuous melting
of icebergs in winter will lead to rising fresher and
potentially iron-enriched waters from below, in the
immediate vicinity of icebergs,” which meltwater
“would spread under the sea ice as a thin lens of
fresher water, where it can refreeze due to its
comparatively low salinity, and it can undergo
processes of sorption and biological uptake.” This
hypothesis, in their words, “is consistent with maxima
of iron concentrations in the lowermost parts of sea
ice prior to the onset of spring melting (Lannuzel et
al., 2007).” Thus, they conclude, “this melting hot
spot causes an enhanced input of iron and salinity-
driven stratification of the surface waters,” which are
the ideal conditions for sustaining the “intense
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phytoplankton blooms” that characterize the waters
they studied.

With respect to the significance of their work,
Geibert et al. state their findings “imply that future
changes in sea-ice cover and dynamics could have a
significant effect on carbon sequestration in the SO.”
If those changes included enhanced melting of
Antarctic sea ice and icebergs, such as climate
alarmists claim will occur, the planet’s deep-ocean
carbon transferal system would shift into a higher
gear and effectively sequester greater amounts of
CO,-carbon from the atmosphere, reducing its rate of
rise and thereby reducing the strength of the CO,
greenhouse effect.

Janssens et al. (2010) write that “atmospheric
deposition of reactive nitrogen, originating mainly
from fossil-fuel burning and artificial fertilizer
applications, has increased three- to five-fold over the
past century” and “in many areas of the globe,
nitrogen deposition is expected to increase further.”
This phenomenon stimulates plant growth and the
uptake of carbon from the atmosphere, contributing to
climate change mitigation. They state that Magnani et
al. (2007) demonstrated nitrogen deposition to be “the
dominant driver of carbon sequestration in forest
ecosystems,” although there has been what they
describe as “intense debate” about the magnitude and
sustainability of the phenomenon and its underlying
mechanisms.

In an effort designed to further explore the
subject, Janssens et al. conducted “a meta-analysis of
measurements in nitrogen-addition experiments, and a
comparison of study sites exposed to elevated or
background atmospheric nitrogen deposition.” The
work of the 15 scientists revealed, in their words, that
“nitrogen  deposition impedes organic matter
decomposition, and thus stimulates carbon
sequestration, in temperate forest soils where nitrogen
is not limiting microbial growth.” What is more, they
find “the concomitant reduction in soil carbon
emissions is substantial,” being “equivalent in
magnitude to the amount of carbon taken up by trees
owing to nitrogen fertilization.”

For those worried about the prospect of CO,-
induced global warming, these findings should be
good news, for in the concluding sentence of their
paper, Janssens et al. state, “the size of the nitrogen-
induced inhibition of below-ground respiration is of
the same order of magnitude as the forest carbon
sink.” And in the concluding sentence of their paper’s
introduction, they state, “this effect has not been
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included in current carbon-cycle models,” suggesting
that when it is included, it will contribute much to
“climate change mitigation.”

In one final study of note, Blok et al. (2010) write
of “fears” that if Earth’s permafrost thaws, “much of
the carbon stored will be released to the atmosphere,”
as will great quantities of the greenhouse gas methane
(further exacerbating warming), as is claimed is
already happening—and at an accelerating rate—by
many climate alarmists, such as Al Gore in his 21
March 2007 testimony before the United States
Senate’s Environment & Public Works Committee
and Michael Mann and Lee Kump (2008) in their
Dire Predictions book. Quite to the contrary, Blok et
al. say “it has been demonstrated that increases in air
temperature sometimes lead to vegetation changes
that offset the effect of air warming on soil
temperature,” citing the studies of Walker et al.
(2003) and Yi et al. (2007) as specific examples of the
phenomenon.

Thus, in an attempt to explore the subject within
the context of real-world experimentation, Blok et al.
conducted a study within the Kytalyk nature reserve
in the Indigirka lowlands of northeastern Siberia
(Russia), where they measured the thaw depth or
active layer thickness (ALT) of the soil, the ground
heat flux, and the net radiation in 10-meter-diameter
plots either possessing or not possessing a nhatural
cover of bog birch (Betula nana) shrubs, the latter of
which set of plots had all B. nana shrubs removed
from their native tundra vegetation in 2007.

The Dutch, Swiss, and Russian researchers report,
“experimental B. nana removal had increased ALT
significantly by an average of 9% at the end of the
2008 growing season, compared with the control
plots,” which implies reduced warming in the shrub-
dominated plots, and “in the undisturbed control plots
with varying natural B. nana cover, ALT decreased
with increasing B. nana cover,” also “showing a
negative correlation between B. nana cover and
ALT,” which again implies reduced warming in the
more shrub-dominated plots.

Blok et al. say their results suggest “the expected
expansion of deciduous shrubs in the Arctic region,
triggered by climate warming, may reduce summer
permafrost thaw” and the “increased shrub growth
may thus partially offset further permafrost
degradation by future temperature increases.” The six
scientists write (1) permafrost temperature records
“do not show a general warming trend during the last
decade (Brown and Romanovsky, 2008), despite large
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increases in surface air temperature,” (2) during the
decade before that, “data from several Siberian Arctic
permafrost stations do not show a discernible trend
between 1991 and 2000 (IPCC, 2007),” and (3) “a
recent discovery of ancient permafrost that survived
several warm geological periods suggests that
vegetation cover may help protect permafrost from
climate warming (Froese et al., 2008).” Last, they
note this phenomenon “could feedback negatively to
global warming, because the lower soil temperatures
in summer would slow down soil decomposition and
thus the amount of carbon released to the
atmosphere.”
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Introduction

The Intergovernmental Panel on Climate Change
(IPCC) claims average Northern Hemisphere
temperatures during the second half of the twentieth
century were “likely the highest in at least the past
1,300 years” (IPCC 2007). Later in its report, the
IPCC again states “it is likely that the 20" century
was the warmest in at least the past 1.3 kyr.”

In the 2009 report of the Nongovernmental
International Panel on Climate Change (NIPCC), Idso
and Singer (2009) contested the IPCC claims by
presenting “a thorough examination of temperature
records around the world” illustrating the global
presence of a significant Medieval Warm Period
(MWP) during which temperatures exceeded those of
the twentieth century. The book cited hundreds of
scientific papers documenting the MWP in Africa,
Antarctica, the Arctic, Asia, Europe, North America,
and South America. The authors also reported
satellite temperature data showing a much more
modest warming trend in the last two decades of the
twentieth century and a dramatic decline in the
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warming trend in the first decade of the twenty-first
century.

In this chapter, we cover this ground once again,
highlighting papers not addressed in the 2009 NIPCC
report or published after its preparation. After
reviewing new evidence of a global MWP, we present
evidence of a “Little Medieval Warm Period” that
began sometime in the early 1400s, and then address
two issues specific to the global temperature debate.
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3.1. Medieval Warm Period

The Medieval Warm Period (MWP) is the name
typically used to describe a period of warmth in
Earth’s history that occurred approximately 1,000
years ago. The degree of warmth during that time
varied from region to region, and hence its
consequences were manifested in a variety of ways.
The IPCC has downplayed or ignored the MWP
because its existence threatens its core hypothesis of
CO,-induced global warming.

If it can be shown that approximately 1,000 years
ago, when there was about 28 percent less CO; in the
atmosphere than there is currently, temperatures
throughout much of the world were just as high as (or
even higher than) they were over the latter part of the
twentieth century (and continuing to the present), then
there is nothing unusual, unnatural, or unprecedented
about the current level of Earth’s warmth. The
warming of the late twentieth/early twenty-first
century would more logically be viewed as the
recurrence of whatever natural cyclical phenomenon
created the equal or even greater warmth of the MWP
and other warm periods that preceded it.

3.1.1. North America

McGann (2008) analyzed a sediment core retrieved
from the western portion of South Bay near San
Francisco International  Airport  (37°37.83°N,
122°21.99°W) for the presence of various
foraminifers as well as oxygen and carbon stable
isotopes and numerous trace elements found in the
tests of Elphidium excavatum. She found “the climate
of south bay has oscillated numerous times between
warm and dry, and cool and wet conditions over the
past 3870 years” and “both the Medieval Warm
Period and the Little Ice Age are evident.” More
specifically, she identifies the MWP as occurring
from AD 743 to 1343 and the LIA as occurring in two
stages: AD 1450 to 1530 and AD 1720 to 1850. In
addition, she states the timing of the MWP “correlates
well with records obtained for Chesapeake Bay
(Cronin et al., 2003), Long Island Sound (Thomas et
al., 2001; Varekamp et al., 2002), California’s Sierra
Nevada (Stine, 1994), coastal northernmost California
(Barron et al., 2004), and the San Francisco Bay
estuary in north bay at Rush Ranch (Byrne et al.,
2001), and south bay at Oyster Point (Ingram et al.,
1996).” As for the more recent past, McGann notes
“near the top of the core” foraminiferal abundances
suggest, “once again, regional warming has taken
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place.” However, that warming does not appear to
have returned the region to the level of sustained
warmth it enjoyed during the peak warmth of the
MWP.

Moving north to Alaska, Clegg et al. (2010)
conducted a high-resolution analysis of midge
assemblages found in the sediments of Moose Lake
(61°22.45°N, 143°35.93°’W) in the Wrangell-St. Elias
National Park and Preserve in the south-central
portion of the state, producing a record of
reconstructed mean July temperatures (T,u,) for the
past six thousand years. In examining the latter half of
that record, as portrayed in Figure 3.1.1, from 2,500
cal BP to the present, there is a clear multi-centennial
oscillation, with its peaks and valleys defining the
temporal locations of the Roman Warm Period, the
Dark Ages Cold Period, the Medieval Warm Period,
the Little Ice Age—during which the coldest
temperatures of the entire interglacial or Holocene
were reached—and, finally, the start of the Current
Warm Period, which is still not expressed to any
significant degree compared to the Medieval and
Roman Warm Periods.

In discussing their results, the seven scientists
write, “comparisons of the T,y record from Moose
Lake with other Alaskan temperature records suggest
that the regional coherency observed in instrumental
temperature records (e.g., Wiles et al., 2008; Gedalof
and Smith, 2001; Wilson et al., 2007) extends broadly
to at least 2000 cal BP,” while noting that climatic
events such as the LIA and the MWP occurred
“largely synchronously” between their Ty, record
from Moose Lake and a &'°0-based temperature
record from Farewell Lake on the northwestern
foothills of the Alaska Range.

In considering these findings, it is instructive to
note that even with the help of the supposedly
unprecedented anthropogenic-induced increase in the
atmosphere’s CO, concentration that occurred over
the course of the twentieth century, the Current Warm
Period has not achieved the warmth of the MWP or
RWP, which suggests the climatic impact of the
twentieth-century increase in the air’s CO, content
has been negligible. The warming that defined the
Earth’s recovery from the global chill of the LIA—
which should have been helped by the concurrent
increase in the air’s CO, content—appears no
different from the non-CO,-induced warming that
brought the planet out of the Dark Ages Cold Period
and into the Medieval Warm Period.
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Figure 3.1.1. Mean July near-surface temperature (°C) vs. years before present (cal BP) for south-
central Alaska (USA). Adapted from Clegg et al. (2010).

Working nearby in Canada, Edwards et al. (2008)
wrote, “Northern Hemisphere climate is believed to
have fluctuated from being generally mild on average
in the early millennium (the classic Medieval Warm
Period) to being cool and variable during the
subsequent Little Ice Age, followed by recent
warming.” To see to what extent western Canada had
followed this basic pattern over the past thousand
years, they employed a coupled isotope response-
surface model “to resolve multi-dimensional patterns
of climate variability using carbon- and water-isotope
time series developed from tree-ring cellulose,” based
on “16 subfossil snags and living-tree sequences of
Picea engelmannii (Engelmann spruce) from upper
alpine treeline sites near Athabasca Glacier and
subfossil material from the forefield of Robson
Glacier plus living and snag material of Pinus
albicaulis (whitebark pine) adjacent to Bennington
Glacier, spanning AD 951-1990.”

The results of this climate reconstruction revealed
that “high inferred winter temperatures ~AD 1100-
1250 stand out in particular, corresponding with the
Medieval Climate Anomaly,” with the four

researchers adding the “climate shifted broadly in
western Canada from warm in winter and
atmospherically moist during the growth season
during medieval times to being cool in winter and
atmospherically dry during the growth season in the
subsequent Little Ice Age.” Nevertheless, they note
“independent proxy hydrologic evidence suggests that
snowmelt sustained relatively abundant streamflow at
this time in rivers draining the eastern Rockies,”
while during the Medieval Warm Period there was
“evidence for reduced discharge in rivers draining the
eastern Rockies and extensive hydrological drought in
neighboring western USA.” Finally, they write,
“declining streamflow in rivers draining the eastern
Rockies over the past century (Rood et al., 2005) may
indicate that conditions are in the process of returning
to a similar state,” which suggests the Current Warm
Period has not yet achieved the more extreme climatic
status of the Medieval Warm Period.

Edwards et al.’s results thus delineate the classic
cycling of climate that brought the Earth the Medieval
Warm Period and subsequent Little Ice Age as well as
the twentieth-century transition to the Current Warm
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Period, all independent of the air’s CO, content.
Edwards et al.’s data clearly indicate that both the
minimum temperature of winter and the yearly
average of the winter minimum and summer
maximum temperature were greater during the
Medieval Warm Period than they were during the late
twentieth century, between which times the air’s CO,
concentration rose by approximately 100 ppm and
still could not force a temperature increase equal to
that of a thousand years ago.

Whitlock et al. (2008) analyzed “geochemical,
stable-isotope, pollen, charcoal, and diatom records”
further south in North America, from high-resolution
cores obtained from Crevice Lake (45.000°N,
110.578°W), with the goal of reconstructing “the
ecohydrologic, vegetation, and fire history of the
watershed for the last 2650 years to better understand
past climate variations at the forest-steppe transition”
in “the canyon of the Yellowstone River in northern
Yellowstone National Park [YNP].” Their results
indicated the Crevice Lake region experienced “a
warm interval with dry winters between AD 600 and
850, followed by less dry but still warm conditions
between AD 850 and 1100.” In addition, they write,
“other studies in YNP indicate that trees grew above
present-day treeline and fires were more frequent in
the Lamar and Soda Butte drainages between AD 750
and 1150,” citing Meyer et al. (1995).

As for the modern period, the seven researchers
say their data indicate “the last 150 years of
environmental history since the formation of YNP
have not been anomalous within the range of
variability of the last 2650 years, and many of the
proxy indicators suggest that 19th and twentieth
century variability at Crevice Lake was moderate
compared with earlier extremes.” In fact, they note
that with the possible exception of the charcoal
record, “all of the data show greater variability in the
range of ecosystem conditions prior to the
establishment of the YNP in 1872.”

In another study, based on isotopic soil carbon
measurements made on 24 modern soils and 30
buried soils scattered between latitudes 48 and 32°N
and longitudes 106 and 98°W, Nordt et al. (2008)
developed a time series of C, vs. C; plant dynamics
for the past 12,000 years in the mixed and shortgrass
prairie of the U.S. Great Plains. They did this
because, as they describe it, the percent of soil carbon
derived from C, plants corresponds strongly with
summer temperatures as reflected in the soil carbon
pool, citing the work of Nordt et al. (2007) and von
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Fischer et al. (2008). As a result, they were able to
devise a history of the relative warmth of the climate
of the region over this protracted period. This history
suggested the region of study was slightly warmer
during parts of both the Medieval and Roman Warm
Periods than it has yet been in modern times, and that
it was significantly warmer during a sizeable portion
the mid-Holocene Thermal Maximum or Climatic
Optimum, as it is sometimes called.

Other studies have documented a Medieval Warm
Period in Greenland. Norgaard-Pedersen and
Mikkelsen (2009), for example, measured and
analyzed several properties of a sediment core
retrieved from the deepest basin of Narsaq Sound
(60°56.200°N, 46°09.300°W) in southern Greenland
from which they were able to infer various “glacio-
marine environmental and climatic changes” that had
occurred over the prior 8,000 years. Their results
revealed the existence of two periods (2.3-1.5 ka and
1.2-0.8 ka) that “appear to coincide roughly with the
‘Medieval Warm Period’ and ‘Roman Warm Period’”
and they identified the colder period that followed the
Medieval Warm Period as the Little Ice Age and the
colder period that preceded it as the Dark Ages Cold
Period.

Citing the works of Dahl-Jensen et al. (1998),
Andresen et al. (2004), Jensen et al. (2004), and
Lassen et al. (2004), the two Danish scientists said
“the cold and warm periods identified in [those
researchers’ studies] appear to be more or less
synchronous to the inferred cold and warm periods
observed in the Narsaq Sound record,” providing
even more evidence for the reality of the naturally
occurring phenomenon that governs this millennial-
scale oscillation of climate that has been identified
throughout the world.

A little closer to the present, Vinther et al. (2010)
introduced the report of their study by writing,
“during the past 10 years studies of seasonal ice core
30 records from the Greenland ice sheet have
indicated, that in order to gain a firm understanding of
the relationships between Greenland &0 and
climatic conditions in the North Atlantic region, it is
important to have not only annually resolved, but
seasonally resolved ice core 8'°0 data.” Therefore,
working with 20 ice core records from 14 different
sites, all of which stretched at least 200 years back in
time, as well as near-surface air temperature data
from 13 locations along the southern and western
coasts of Greenland that covered approximately the
same time interval (1784-2005), plus a similar
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temperature dataset from northwest Iceland (said by
them to be employed “in order to have some data
indicative of climate east of the Greenland ice sheet™),
Vinther et al. proceeded to demonstrate that winter
8%0 was “the best proxy for Greenland
temperatures.”

Based on that determination, plus three longer ice
core 8°0 records (DYE-3, Crete, and GRIP), the
seven scientists developed a temperature history
extending more than 1,400 years back in time. From
that history they determined “temperatures during the
warmest intervals of the Medieval Warm Period,”
which they defined as occurring “some 900 to 1300
years ago, “were as warm as or Slightly warmer than
present day Greenland temperatures.”

Last, Kobashi et al. (2010) write, “in Greenland,
oxygen isotopes of ice (Stuiver et al., 1995) have been
extensively used as a temperature proxy, but the data
are noisy and do not clearly show multi-centennial
trends for the last 1,000 years, in contrast to borehole
temperature records that show a clear ‘Little Ice Age’
and ‘Medieval Warm Period’ (Dahl-Jensen et al.,
1998).” However, they note nitrogen (N) and argon
(Ar) isotopic ratios—"N/*N and “°Ar/*°Ar,
respectively—can be used to construct a temperature

record that “is not seasonally biased, and does not
require any calibration to instrumental records, and
resolves decadal to centennial temperature
fluctuations.” Kobashi et al. further describe the
development of such an approach, after which they
use it to construct a history of the past thousand years
of central Greenland surface air temperature, based on
values of isotopic ratios of nitrogen and argon
previously derived by Kobashi et al. (2008) from air
bubbles trapped in the GISP2 ice core that had been

extracted from central Greenland (72°36°N,
38°30°W).

Figure  3.1.2  depicts the  researchers’
reconstruction of central Greenland’s surface

temperature history. As best as can be determined
from this representation, the peak temperature of the
latter part of the Medieval Warm Period—which
actually began some time before the start of their
record, as demonstrated by the work of Dansgaard et
al. (1975), Jennings and Weiner (1996), Johnsen et al.
(2001), and Vinther et al. (2010)—was about 0.33°C
greater than the peak temperature of the Current
Warm Period and about 1.67°C greater than the
temperature of the last decades of the twentieth
century. In addition, it is worth noting that between
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Figure 3.1.2. Central Greenland surface temperature reconstruction for the last millennium. Adapted

from Kobashi et al. (2010).
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about 1400 and 1460 there was also a period of
notable warmth in Kobashi et al.’s temperature
reconstruction, which aligns well with the Little
Medieval Warm Period, the peak temperature of
which was about 0.9°C greater than the temperature
of the last decades of the twentieth century and the
first decade of the twenty-first century.

These findings, in the words of Kobashi et al.,
“show clear evidence of the Medieval Warm Period
and Little Ice Age in agreement with documentary
evidence,” and those data clearly show that the
Medieval Warm Period in North America was at
times considerably warmer than the Current Warm
Period has been to date, and that even the Little
Medieval Warm Period was considerably warmer
than the last decades of the twentieth century and first
decade of the twenty-first century.
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3.1.2. Europe

We begin our examination of Europe with the study
of Axford et al. (2009), who note “the idea of a
widespread and spatially coherent ‘Medieval Warm
Period” (MWP) has come under scrutiny in recent
years,” while “it remains a viable hypothesis that a
period of relative warmth in northwestern Europe and
the northern North Atlantic region helped facilitate
Norse expansion across the North Atlantic from the
ninth to thirteenth centuries, including settlement of
Iceland and Greenland” and “subsequent cooling
contributed to the demise of the Norse settlements on
Greenland.” To further explore the subject, they
developed a regional climatic record from a sediment
core retrieved from Lake Stora Vioarvatn in northeast
Iceland (66°14.232°N, 15°50.083°W) in the summer
of 2005, based on chironomid assemblage data—
which were well correlated with nearby measured
temperatures over the 170-year instrumental record—
and total organic carbon, nitrogen, and biogenic silica
content. This work revealed the occurrence of “warm
temperatures in the tenth and eleventh centuries, with
one data point suggesting temperatures slightly
warmer than present.” They also discovered
“temperatures were higher overall and more
consistently high through much of the first
millennium AD.”

In discussing their findings, the Icelandic, U.K.,
and U.S. scientists state, “the historical perception of
a significant medieval climate anomaly in Iceland
may be primarily a reflection of the human
perspective,” in that “Iceland was settled ca. AD 870,
during a period of relative warmth that was followed
by many centuries of progressively colder and less
hospitable climate,” that “had the Norse settled
Iceland 1000 years earlier, the MWP might be viewed
only as a brief period of climatic amelioration, a
respite from a shift to colder temperatures that began
in the eighth century,” near the end of several
centuries of even greater warmth. In any event, and
viewed from either perspective, it is clear there is
nothing unusual or unnatural about the region’s
present-day temperatures, which the researchers say
“do not show much recent warming.”
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In another significant study, Bonnet et al. (2010)
developed a high-resolution record of ocean and
climate variations during the late Holocene in the
Fram Strait (the major gateway between the Arctic
and North Atlantic Oceans, located north of the
Greenland Sea)—based on detailed analyses of a
sediment core recovered from a location
(78°54.931’N, 6°46.005’E) on the slope of the
western continental margin of Svalbard—that
permitted the reconstruction of sea surface
temperature (SST) conditions in both summer and
winter. These histories were nearly identical and
showed oscillations between -1°C and 5.5°C in winter
and between 2.4°C and 10.0°C in summer; their
graphical results indicate that between 2,500 and 250
years before present (BP), the mean SSTs of summers
were warmer than those of the present about 80
percent of the time, while the mean SSTs of winters
exceeded those of current winters approximately 75
percent of the time, with the long-term (2,250-year)
means of both seasonal periods averaging about 2°C
more than current means. The highest temperatures,
however, were recorded during a warm interval that
persisted from about AD 500 to 720, during the very
earliest stages of the Medieval Warm Period, when
the peak summer and winter temperatures of the
MWP both exceeded the peak summer and winter
temperatures of the first several years of the twenty-
first century by about 3°C.

Moving to Finland, Haltia-Hovi et al. (2010)
constructed detailed chronological histories of several
magnetic properties of two sediment cores taken from
Finland’s Lake Lehmilampi (63°37°N, 29°06’E), as
well as a history of their total organic carbon content.
Based on their analyses, they discovered a
“conspicuous occurrence of fine magnetic particles
and high organic concentration” evident around
4,700-4,300 Cal. yrs BP. This time interval, in their
words, “is broadly coincident with glacier contraction
and treelines higher than present in the Scandinavian
mountains according to Denton and Karlen (1973)
and Karlen and Kuylenstierna (1996).” They report
from that time on toward the present, there was a
“decreasing trend of magnetic concentration, except
for the slight localized enhancement in the upper part
of the sediment column at ~1,100-900 Cal. yrs BP,”
where the year zero BP = AD 1950.

Changes of these types in prior studies have been
attributed to  magnetotactic  bacteria  (e.g.
Magnetospirillum spp.), which Haltia-Hovi et al.
describe as “aquatic organisms that produce internal,
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small magnetite or greigite grains” used “to navigate
along the geomagnetic field lines in search of micro
or anaerobic conditions in the lake bottom,” as
described by Blakemore (1982) and Bazylinski and
Williams (2007). They further state the studies of
Snowball (1994), Kim et al. (2005), and Paasche et al.
(2004) “showed magnetic concentration
enhancement, pointing to greater metabolic activity of
these aquatic organisms in the presence of abundant
organic matter.” This is also what Haltia-Hovi et al.
found in their study; they report the “concentration of
organic matter in the sediment is highest, together
with fine magnetic grain sizes, in the time period
1,100-900 Cal. years BP.” This time interval, they
say, “is associated with warmer temperatures during
the Medieval Climate Anomaly according to the
varve parameters of Lake Lehmilampi,” citing the
precise core-dating by varve-counting work of Haltia-
Hovi et al. (2007). Taken together, these observations
strongly suggest the peak warmth of the Medieval
Warm Period (about AD 850-1050) was very likely
somewhat greater than that of the Current Warm
Period.

In another study, Larocque-Tobler et al. (2010)
write that to better describe the amplitude of
temperature change during the past millennium, “new
records to increase the geographic coverage of
paleoclimatic information are needed” and “only by
obtaining numerous high-resolution temperature
records will it be possible to determine if the 20th
century climate change exceeded the natural pre-
industrial variability of European climate.” To help
achieve this important goal, they proceeded to obtain
another such temperature record based on an analysis
of fossil chironomids (non-biting midges) identified
and quantified in four sediment cores extracted from
the bed of Lake Silvaplana (46°26°56”N, 9°47°33”E)
in the Upper Engadine (a high-elevation valley in the
eastern Swiss Alps). This analysis produced a detailed
history of that region’s mean July air temperature
over the last millennium.

The results of this effort indicate, as the five
researchers describe it, “at the beginning of the
record, corresponding to the last part of the ‘Medieval
Climate Anomaly’ (here the period between ca. AD
1032 and 1262), the chironomid-inferred mean July
air temperatures were 1°C warmer than the climate
reference period (1961-1990),” which would also
make them warmer than most subsequent
temperatures. And in looking at their graphs of 20-
and 50-year running means, it can be seen that the



Paleoclimate and Recent Temperatures

peak warmth of the Medieval Warm Period exceeded
that of the Current Warm Period by approximately
0.5°C in the case of 20-year averages and 1.2°C in the
case of 50-year averages. Consequently, Larocque-
Tobler et al. conclude, “there is no evidence that
mean-July air temperature exceeded the natural
variability recorded during the Medieval Climate
Anomaly in the 20th century at Lake Silvaplana.”
They note similar results “were also obtained in
northern Sweden (Grudd, 2008), in Western Europe
(Guiot et al., 2005), in a composite of Northern
Hemisphere tree-ring reconstructions (Esper et al.,
2002) and a composite of tree rings and other archives
(Moberg et al., 2005).”

A few years earlier in ltaly, Frisia et al. (2005)
developed a 17,000-year record of speleothem calcite
8'®0c data they obtained from a cave stalagmite
located at the southeast margin of the European Alps
(45°37°05” N, 13°53’10” E), which they calibrated
against “a reconstruction of temperature anomalies in
the Alps” developed by Luterbacher et al. (2004) for
the last quarter of the past millennium. This work
revealed—among several other things (due to the
great length of time involved)—the occurrence of the
Roman Warm Period and a Medieval Warm Period
that was broken into two parts by an intervening
central cold period. The five researchers say both
portions of the Medieval Warm Period were
“characterized by temperatures that were similar to
the present.”

Also working in Italy, Giraudi (2009) examined
“long-term  relations among glacial activity,
periglacial activity, soil development in northwestern
Italy’s alpine River Orco headwaters, and downvalley
floods on the River Po,” based on “studies carried out
by means of geological and geomorphologic surveys
on the glacial and periglacial features,” including a
sampling of soils involved in periglacial processes
that “provided a basis for development of a
chronological ~ framework of late  Holocene
environmental change” and an analysis of “a
stratigraphic sequence exposed in a peat bog along
the Rio del Nel” about 1 km from the front edge of
the Eastern Nel Glacier. Among several interesting
findings, these undertakings allowed Giraudi to
determine that between about 200 BC and AD 100—
i.e.,, during the Roman Warm Period—"soils
developed in areas at present devoid of vegetation and
with permafrost,” indicative of the likelihood that
temperatures at that time “probably reached higher
values than those of the present.” He also concluded

“analogous conditions likely occurred during the
period of 11th-12th centuries AD, when a soil
developed on a slope presently characterized by
periglacial debris,” while noting “in the 11th-12th
centuries AD, frost weathering processes were not
active and, due to the higher temperatures than at
present or the longer duration of a period with high
temperatures, vegetation succeeded in colonizing the
slope.”

These several studies from Europe provide
evidence for the millennial-scale oscillation of
climate that has operated throughout glacial and
interglacial periods alike, producing century-scale
periods when temperatures were as warm as they are
at present, or even warmer, even though the air’s CO,
content was much lower at those earlier times than it
is today.
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3.1.3. Asia

Arid Central Asia (ACA, an inland zone in central
Asia from the Caspian Sea in the west to the southern
Mongolian Plateau in the east), according to Chen et
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al. (2010), is “a unique dry-land area whose
atmospheric circulation is dominated today by the
westerlies” and is “one of the specific regions that are
likely to be strongly impacted by global warming,”
which could greatly impact its hydrologic future. In
an attempt to understand such potential impacts, Chen
et al. evaluated the “spatial and temporal patterns of
effective moisture variations,” using 17 different
proxy records in the ACA and synthesizing a decadal-
resolution moisture curve for this region over the past
millennium, employing five of the 17 records based
on their having “reliable chronologies and robust
proxies.”

The nine researchers report that the effective
moisture (precipitation) in the ACA has a generally
inverse relationship with the temperature of the
Northern Hemisphere, as portrayed by Moberg et al.
(2005); China, as portrayed by Yang et al. (2002); and
Central Asia, as portrayed by Esper et al. (2007). That
is to say, as they describe it, the “wet (dry) climate in
the ACA correlates with low (high) temperature.”
Stating it in yet another way, they indicate the ACA
“has been characterized by a relatively dry Medieval
Warm Period (MWP; the period from ~1000 to 1350
AD), a wet little Ice Age (LIA; from ~1500-1850
AD),” and “a return to arid conditions after 1850
AD,” which has been slightly muted—but only “in
some records”—over the past 20 years by an increase
in humidity.

Given such findings, Chen et al. propose that “the
humid LIA in the ACA, possibly extending to the
Mediterranean Sea and Western Europe, may have
resulted from increased precipitation due to more
frequent mid-latitude cyclone activities as a result of
the strengthening and equator-ward shift of the
westerly jet stream ... coupled with a decrease in
evapotranspiration caused by the cooling at that
time,” a cooling brought about by the gradual demise
of the Medieval Warm Period. This in turn speaks
volumes about the great significance of that centuries-
long period of much-lower-than-present atmospheric
CO, concentration but of equivalent or even greater
warmth than that of the Current Warm Period. This
ultimately suggests the twentieth-century increase in
the air’s CO, content may have had little, or maybe
even nothing, to do with twentieth-century global
warming.

Also exploring the Medieval Warm Period in
China, Hong et al. (2009) indicate that “because it is a
distinct warm period nearest to the modern warming
period and happened before the Industrial Revolution,
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it naturally becomes a [source of] comparison with
modern warming.” And in this regard, they add, “a
universal concern in academic circles is whether it
also existed outside the European region and whether
it is a common phenomenon.” In a study designed to
broach both questions, they extracted cores of peat
from a location close to Hani Village, Liuhe County,
Jilin Province, China (42°13°N, 126°31’E) and used
those cores to develop, as they describe it, “a peat
cellulose 30 temperature proxy record proximately
existing for 14,000 years.”

Their efforts revealed, first, that the MWP had
indeed held sway on the Chinese mainland over the
period AD 700-1400, peaking at about AD 900. And
the eight researchers report that phenological data
from east China (Ge et al., 2006) and tree-ring records
from west China (Yang et al., 2000) also indicate “the
temperature on the Chinese mainland was distinctly
warmer during the MWP.” In fact, they say MWP
temperatures were as much as “0.9-1.0°C higher than
modern temperatures (Zhang, 1994).”

With respect to the entire 14,000-year period,
Hong et al. write, “sudden cooling events, such as the
Older Dryas, Inter-Allerod, Younger Dryas, and nine
ice-rafted debris events of the North Atlantic”—
which are described by Stuiver et al. (1995) and Bond
et al. (1997, 2001)—*“are almost entirely reiterated in
the temperature signals of Hani peat cellulose 5'%0.”
They state, “these cooling events show that the
repeatedly occurring temperature cooling pattern not
only appeared in the North Atlantic Region in the
high latitudes, but also in the Northwest Pacific
Region in the middle Ilatitudes,” indicating the
recurring cooling and warming pattern did indeed
occur “outside the European region” and that this
climatic oscillation was “a common phenomenon.”

Several years earlier, Hong et al. (2000) had used
a 6,000-year peat cellulose 3'°0 record derived from
nearby Jinchuan Town, Huinan County, Jilin
Province, China (42°20°N, 126°22’E) to identify §'°0
periodicities of 86, 93, 101, 110, 127, 132, 140, 155,
207, 245, 311, 590, 820 and 1,046 years, which they
described as being “similar to those detected in solar
excursions,” and which they considered to be “further
evidence for a close relationship between solar
activity and climate variations on timescales of
decades to centuries.” These findings were highly
praised by Fairbridge (2001), who noted ‘“almost
identical equivalents are seen in solar emission
periodicities and their harmonics, e.g., 86.884 years =
40 x 2.172 year Quasi Biennial Oscillation (QBO) as

well as in the lunar tidal/apsides beat frequency
(17.3769 years) which also matches closely with most
of the longer spectral peaks, e.g., 140 (139) years, 207
(208.5), 311 (312.8), 590 (590.8) and 1046 (1042.6)
years.” And for these spectacular spectral findings,
Fairbridge wrote, “Hong et al. deserve the
appreciation of the entire Holocene community.”

In another significant study, Liu et al. (2005)
compared Ge et al.’s (2003) reconstructed winter
half-year temperature anomalies in the central region
of eastern China (25—-40°N, east of 105°E) for the last
1,000 years with simulated anomalies of the same
parameter, which they obtained from the ECHO-G
global atmosphere-ocean coupled climate model that
was driven by time-varying external forcings,
including solar radiation, volcanic eruptions, and
greenhouse gas concentrations (CO, and CHy,) for the
same time period. And in conducting their analysis,
they report, “the Medieval Warm Period (MWP)
during 1000-1300 A.D., the Little Ice Age (LIA)
during 1300-1850 A.D. and the modern warming
period after 1900 A.D. are all recognizable from both
the simulated and reconstructed temperatures.” In
addition, they indicate the anomalies associated with
the LIA and the modern warming simulated by the
model are “in good consistency” with their
reconstructed counterparts. However, they note that
“in the earlier MWP, significant discrepancies exist
between the simulation and the reconstruction.” More
specifically, they say, “the simulated temperature
anomaly in the 20th century is higher than that of the
Medieval Warm Period, while the reconstructed
temperature in the 20th century is lower.”

The seven scientists say the two different results
“provide two different interpretations regarding the
amplitude of recent global warming,” noting “one
states that the 20th century warming has exceeded the
normal range of the climate change, and it will result
in catastrophic impact on human beings if warming
continues,” whereas the other suggests “the current
climate change has not yet exceeded the range of
natural climate change in the past millennium.” As
the real-world evidence for a warmer-than-present
Medieval Warm Period continues to accumulate, it is
becoming increasingly difficult to support the claim
that current temperatures are unnaturally high due to
rising anthropogenic CO, emissions.

In one final study of China, Ge et al. (2010)
developed three regional composite temperature
reconstructions that extended back in time a full two
millennia (Northeast, Tibet, Central East), one that
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extended back approximately 950 years (Northwest),
and one that went back about 550 years (Southeast).
With respect to the three reconstructions that
extended through the Medieval Warm Period and the
one that extended into but not through it, the six
scientists report: (1) in the Northeast there was a
warm period “between approximately 1100 and 1200
that exceeded the warm level of the last decades of
the 20th century”; (2) in Tibet there was a “warming
period of twenty decadal time steps between the 600s
and 800s” that was “comparable to the late 20th
century”; (3) in the Central East there were two warm
peaks (1080s-1100s and 1230s-1250s) that had
“comparable high temperatures to the last decades of
the 20th century,” although the graph of their data
indicates these two periods were in fact warmer than
the last decades of the twentieth century; and (4) in
the Northwest, “comparable warm conditions in the
late 20th century are also found around the decade
1100s.” These findings make it clear there is nothing
unusual, unnatural, or unprecedented about China's
current level of warmth.

From China we proceed to Japan, where Aono
and Saito (2010) “investigated documents and diaries
from the ninth to the fourteenth centuries to
supplement the phenological data series of the
flowering of Japanese cherry (Prunus jamasakura) in
Kyoto to improve and fill gaps in temperature
estimates based on previously reported phenological
data.” They then “reconstructed a nearly continuous
series of March mean temperatures based on 224
years of cherry flowering data, including 51 years of
previously unused data, to clarify springtime climate
changes.” In addition, they estimated still other cherry
full-flowering dates “from phenological records of
other deciduous species, adding further data for six
years in the tenth and eleventh centuries by using the
flowering phenology of Japanese wisteria (Wisteria
floribunda).”

Their temperature reconstruction “showed two
warm temperature peaks of 7.6°C and 7.1°C, in the
middle of the tenth century and at the beginning of
the fourteenth century, respectively,” and they say
“the reconstructed tenth century temperatures [AD
900-1000] are somewhat higher than present
temperatures after subtracting urban warming
effects.” Finally, they note “the general pattern of
change in the reconstructed temperature series in this
study is similar to results reported by previous
studies, suggesting a warm period in Asia
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corresponding to the Medieval Warm Period in
Europe.”

In a separate study, Daimaru et al. (2002) wrote,
“in snowpatch grasslands, plant distributions follow
the contours of the snowmelt gradient around summer
snowpatches,” producing “similarly steep gradients in
plant productivity and topsoil (e.g. Billings and Bliss,
1959; Helm, 1982; Kudo, 1991; Stanton et al.,
1994.)” In fact, they note “in the subalpine zone of
northeastern Japan, sites where the snow cover
disappears after July are usually occupied by
‘snowpatch bare grounds’ with extremely poor
vegetation cover” that is “encircled by snowpatch
grassland,” citing Yamanaka (1979). As a result, they
write, “litter fall and the organic content in topsoil
decrease toward the center of a snowpatch because
the period for plant growth becomes shorter with
delay in the time of snow disappearance,” so that in
current “snowpatch grasslands, peaty topsoil is
restricted to sites where snowmelt comes early.” And
as a result of this, the unique situation provided by a
snowpatch often can provide a good opportunity for
paleoclimatic reconstructions based on vertical
profiles of soil characteristics at various locations
along transects moving outwards from summer
snowpatches.

Consequently, working in a snowpatch grassland
within a shallow depression of landslide origin on the
southeastern slope of Japan’s Mt. Zarumori (~39.8°N,
140.8°E), Daimaru et al. dug 27 soil pits at various
locations in and around the central location of the
snowpatch, carefully examining what they found and
determining its age based on 'C dating and
tephrochronology. They state, “peaty topsoils were
recognized at seven soil pits in the dense grassland,
whereas sparse grassland lacked peaty topsoil” and
“most of the buried peat layers contained a white
pumice layer named ‘To-a’ that fell in AD 915.” This
observation, plus their **C dating, led them to
conclude the buried peat layers in the poor vegetation
area indicate “warming in the melt season” as well as
“a possible weakened winter monsoon in the
Medieval Warm Period,” which their data suggest
prevailed at the site they studied throughout the tenth
century, AD 900-1000. They write, “many studies
have reported climatic signals that are correlated with
the Medieval Warm Period from the 9th to 15th
centuries in Japan,” suggesting the possibly weakened
winter monsoon of AD 900-1000 also may have been
a consequence of the warmer temperatures of that
period.
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In a Japanese study using sediment cores from
Lakes Ni-no-Megata (39°57°N, 139°43’E) and San-
no-Megata (39°56°N, 139°42°E) located on the Oga
Peninsula of northeastern Japan, Yamada et al. (2010)
measured several sediment properties, including
sulfur content and coarse mineral grains. The former
served as a proxy for paleo-Asian summer monsoon
activity, and the latter was a proxy for paleo-Asian
winter monsoon activity over the last two millennia.
Upon examining these data, Yamada et al. found
evidence for a cold/dry interval stretching from AD 1
to 750, a warm/humid interval from AD 750 to 1200,
and another cold/dry interval from AD 1200 to the
present. These intervals could represent, respectively,
as they describe them, “the Dark Ages Cold Period
(DACP), the Medieval Warm Period (MWP) and the
Little Ice Age (LIA).”

In further discussing their findings, the six
scientists say they complement those of Kitagawa and
Matsumoto (1995), whose study of tree-ring records
in southern Japan “suggested the existence of one
warm interval at AD 750-1300 and two cold intervals
at AD 200-750 and AD 1600-1800,” as well as the
findings of Sakaguchi (1983), whose study of the
pollen record of peaty sediments in central Japan
revealed “an unusual warm interval (AD 700-1300)
and a cool interval (ca. AD 250-700).” In addition,
they write, the “strong summer monsoon and weak
winter monsoon at Lakes Ni-no-Megata and San-no-
Megata from AD 750-1200 correlates with the lower
80 values from Wangxiang Cave (Zhang et al.,
2008) and lower values of minerogenic clastic content
(Chu et al., 2009).”
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3.1.4. Africa

Working with the vertical sediment profile of Ocean
Drilling Program Hole 658C, which was cored off
Cap Blanc, Mauritania (20°45°’N, 18°35°’W) at a
water depth of 2,263 meters, DeMenocal et al. (2000)
analyzed samples of two centimeters’ length
(equivalent to 50 to 100 years resolution) for various
parameters, including planktonic  foraminiferal
assemblage census counts, from which they
calculated warm- and cold-season sea surface
temperatures throughout the entire Holocene, based
on transfer functions derived from faunal analyses of
191 other Atlantic core tops. This work revealed a
series of abrupt millennial-scale cooling events
followed by compensatory warming events that
“appear to have involved the entire North Atlantic
basin (O’Brien et al., 1995; Keigwin, 1996; Bond et
al., 1997; Bianchi and McCave, 1999; Bond et al.,
1999), recurred with a ~1500 + 500 year period
throughout glacial and interglacial intervals (O’Brien
et al., 1995; Bond et al., 1997; Bianchi and McCave,
1999; Bond et al., 1999), were accompanied by
terrestrial climate changes (COHMAP Members,
1988; Gasse and Van Campo, 1994), and involved
large-scale ocean and atmosphere reorganizations that
were completed within decades or centuries (Alley et
al., 1993).” The four researchers remark, “these
climate perturbations continue to persist during ‘our
time’.” With respect to the MWP, they state it was
“marginally warmer than present.”
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3.1.5. South America

Sepulveda et al. (2009) write, “deciphering climate
variability in the Southern Hemisphere and
particularly from southern South America—the only
continental land mass lying between 38°S and the
Antarctic Circle—is crucial for documenting the
inter-hemispheric synchronicity of recent abrupt
climate changes and thereby determining their
ultimate cause(s),” as well as for “predicting future
abrupt climate changes.” Thus, they conducted what
they describe as “a high-resolution multi-proxy study
including the elemental and isotopic composition of
bulk organic matter, land plant-derived biomarkers,
and alkenone-based sea-surface temperature (SST)
from a marine sedimentary record obtained from the
Jacaf Fjord in northern Chilean Patagonia
[44°20.00°S, 72°58.15°’W],” in order to develop “a
detailed reconstruction of continental runoff,

precipitation and summer SST spanning the last 1750
years.”

The Chilean, German, and U.S. scientists report
their work revealed two distinct climatic conditions:
“a relatively dry/warm period before 900 cal yr BP
(higher runoff and average SST 1°C warmer than
present day) and a wet/cold period after 750 cal yr BP
(higher runoff and average SST 1°C colder than
present day),” which they associated with the
Medieval Warm Period and Little Ice Age,
respectively.

In commenting on their findings, Sepulveda et al.
write, “the reasonably good correlation between our
results (particularly SST) and other continental and
marine archives from central-south Chile, Peru, and
Antarctica ... confirms the occurrence of globally
important climatic anomalies such as the Medieval
Warm Period and the Little Ice Age.” In addition,
their SST data indicate the current level of warmth in
that part of the world still has a long way to go before
equaling the warmth experienced there a thousand
and more years ago, suggesting the region’s current
level of warmth is neither unprecedented nor
unnatural, and that it therefore need not be CO,-
induced.

Working in the same area but one year earlier,
Rebolledo et al. (2008) analyzed changes in marine
productivity and terrestrial input in a study of
sediment cores retrieved from the Jacaf Channel
(44°S, 72°W) of Chilean Northern Patagonia that
represented the past 1,800 years. The results they
obtained clearly depicted two productivity/climate
modes. The first period—yprior to 900 cal yr BP and
including the Medieval Warm Period—was
characterized by ‘“decreased marine productivity and
a reduced continental signal, pointing to diminished
precipitation and runoff,” while the second period—
between 750 cal yr BP and the late 1800s, and
including the Little Ice Age—was characterized by
“elevated productivity and an increased continental
signal, suggesting higher precipitation and runoff.” In
addition, their data clearly showed the MWP and LIA
were “separated by a relatively abrupt transition of
~150 years.”

In addition to providing another demonstration of
the reality of the MWP and LIA in Earth’s Southern
Hemisphere, the Chilean, German, and U.S. scientists
say the good correspondence between their record and
“other paleoclimate studies carried out in South
America and Antarctica demonstrates that the Chilean
fjord area of Northern Patagonia is not just sensitive
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to local climatic variability but also to regional and
possibly global variability.”

In another study from South America, Kellerhals
et al. (2010) write, “to place recent global warming
into a longer-term perspective and to understand the
mechanisms and causes of climate change, proxy-
derived temperature estimates are needed for time
periods prior to instrumental records and regions
outside instrumental coverage,” noting, in this regard,
that “for tropical regions and the Southern
Hemisphere proxy information is very
fragmentary.”

To help fill this data void, the six scientists
developed what they describe as “a reconstruction of
tropical South American temperature anomalies over
the last ~1600 years ... based on a highly resolved and
carefully dated ammonium record from an ice core
that was drilled in 1999 on Nevado Illimani [16°37’S,
67°46’W] in the eastern Bolivian Andes,” noting
“studies from other remote ice core sites have found
significant correlations between NH," concentration
and temperature for Siberia and the Indian
subcontinent for preindustrial time periods,” citing the
work of Kang et al. (2002) and Eichler et al. (2009).
As for calibrating and validating the NH,"-to-°C
transfer function, they say they used “the Amazon
Basin subset of the gridded HadCRUT3 temperature
data set,” which is described by Brohan et al. (2006).

In describing their results, Kellerhals et al. state
“[1] the most striking features in the reconstruction
are the warm temperatures from ~1050 to ~1300 AD
[the MWP] compared to the preceding and following
centuries, [2] the persistent cooler temperatures from
~1400 to ~1800 AD [the LIA], and [3] the subsequent
rise to warmer temperatures [of the Current Warm
Period] which eventually seem to exceed, in the last
decades of the 20th century, the range of past
variation.” Consequently, and although the MWP in
this particular instance was found to be slightly cooler
than it is currently, they add, the “relatively warm
temperatures during the first centuries of the past
millennium and subsequent cold conditions from the
15th to the 18th century suggest that the MWP and
the LIA are not confined to high northern latitudes,”
but that they “also have a tropical signature.” These
observations add to the growing body of evidence that
demonstrates the global extent of the millennial-scale
oscillation of climate that produced both the MWP
and the LIA, and which has likely been responsible
for the bulk of the warming that has established the
Current Warm Period.
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3.1.6. Antarctica

Hall et al. (2010) write, “over the past 50 years, the
Antarctic Peninsula warmed ~2°C” and resultant
rapid ice breakups “have destroyed several small, thin
ice shelves fringing the Antarctic Peninsula (i.e.,
Cook and Vaughan, 2009, and references therein),”
leading them to ask, “is the recent warming of the
Antarctic Peninsula unique in the Holocene?”

In an effort to place the current ice recession in a
broader context, the three researchers “examined
organic-rich sediments exposed by the recent retreat
of the Marr Ice Piedmont on western Anvers Island
near Norsel Point,” where glaciers “have been
undergoing considerable retreat in response to the
well-documented warming.” There, they “obtained
moss and reworked marine shells from natural
sections within 26 meters of the present ice front,” as
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well as “both peat and reworked shells from
sediments exposed in a tunnel beneath the residual ice
mass,” samples of which were radiocarbon-dated and
the results converted to calendar years.

The results they obtained by these means
indicated peat from the overrun sediments dated to
between 707 + 36 and 967 + 47 cal. yr B.P.,” which
led them to conclude, “ice was at or behind its present
position at ca. 700-970 cal. yr B.P. and during at least
two earlier times, represented by the dates of shells, in
the mid-to-late Holocene.” Then, in language pure
and simple, the three researchers say their findings
imply “the present state of reduced ice on the western
Antarctic Peninsula is not unprecedented.” This leads
them to pose another important question: “How
widespread is the event at 700-970 cal. yr B.P.?”

In answering their own query, the researchers
respond that (1) “Khim et al. (2002) noted a
pronounced high-productivity (warm) event between
500 and 1000 cal. yr B.P. in magnetic susceptibility
records from Bransfield Basin,” (2) “dates of moss
adjacent to the present ice front in the South Shetland
Islands (Hall, 2007) indicate that ice there was no
more extensive between ca. 650 and 825 cal. yr B.P.
than it is now,” (3) “evidence for reduced ice extent at
700-970 cal. yr B.P. is consistent with tree-ring data
from New Zealand that show a pronounced peak in
summer temperatures (Cook et al., 2002),” (4) “New
Zealand glaciers were retracted at the same time
(Schaefer et al., 2009),” and (5) their most recent
findings “are compatible with a record of glacier
fluctuations from southern South America, the
continental landmass closest to Antarctica (Strelin et
al., 2008).” In light of these several observations, it
would appear much of the southernmost portion of
the Earth likely experienced a period of significantly
enhanced warmth within the broad timeframe of the
planet’s global MWP. This interval of warmth
occurred when there was far less CO, and methane in
the atmosphere than there is today.
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3.1.7. Northern Hemisphere

In the 27 November 2009 issue of Science, Michael
Mann and eight coauthors (Mann et al., 2009)
describe how they used a global climate proxy
network consisting of data derived from ice core,
coral, sediment, and various other records to
reconstruct a Northern Hemispheric surface air
temperature history covering the past 1,500 years for
the purpose of determining the characteristics of the
Little Ice Age and Medieval Warm Period. They used
Mann’s “Nature trick” of Climategate fame,
truncating the reconstructed temperature history near
its end and replacing it with modern-day instrumental
data, so the last part of the record cannot be validly
compared with the earlier portion.

This subterfuge is unwarranted. And in its current
application, it’s not just from 1981 or 1961 onwards
that the ruse is applied; it’s applied all the way from
1850 to 1995, the period of overlap between the
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proxy and instrumental records that was used to
calibrate the proxy data. Therefore, since the proxy
data were available to 1995, the reconstructed near-
surface air temperature history should also have been
plotted to 1995, in order to be able to make valid
guantitative comparisons between the degree of
warmth of the Current and Medieval Warm Periods.

So why wasn’t this clearly superior method of
data analysis employed? Perhaps to hide the decline
in the reconstructed temperature history that was
evident in the latter decades of some of the proxy
data. And why was that done? Perhaps to get rid of
the Medieval Warm Period, because knowledge of the
existence of higher temperatures during the MWP
makes it much more difficult for most rational people
to believe the planet’s current level of warmth is due
to its high atmospheric CO, concentration.

Even with the greatly biased “apples and
oranges” comparison utilized by Mann et al., the nine
researchers were forced to acknowledge that the
warmth over a large part of the North Atlantic,
Southern Greenland, the Eurasian Arctic, and parts of
North America during the Medieval Warm Period
was “comparable to or exceeds that of the past one-to-
two decades in some regions.”

Nevertheless, the “Nature trick” of Mann et al.
allows climate alarmists to continue to underestimate

the true level of warmth of the MWP, allowing the
IPCC and United Nations to continue to contend
Earth’s current temperatures are the greatest the
planet has experienced over the past millennium or
more, when the vast majority of real-world data
clearly show otherwise.

To see what the record shows as having happened
over the Northern Hemisphere if “apples and apples”
are compared, we turn to the study of Fredrik
Ljungqvist (2010) of Stockholm University’s
Department of History, who developed a 2,000-year
temperature history of the extra-tropical portion of the
Northern Hemisphere (the part covering the
latitudinal range 30-90°N) (see Figure 3.1.3) based
on 30 temperature-sensitive proxy records with
annual to multidecadal resolution, including two
historical documentary records, three marine
sediment records, five lake sediment records, three
speleothem %0 records, two ice-core 3*°0 records,
four varved thickness sediment records, five tree-ring
width records, five tree-ring maximum latewood
density records, and one sBC tree-ring record, but not
employing tree-ring width records from arid and
semi-arid regions, because they may have been
affected by drought stress and may not show a linear
response to warming if higher summer temperatures
significantly reduced the availability of water, as is

Extra-Tropical Northern Hemisphere (30-90°N) Decadal Mean Temperature
Adapted from Ljungqvist, 2010
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Figure 3.1.3. Reconstructed extra-tropical (30—90°N) mean decadal temperature relative to the
1961-1990 mean of the variance-adjusted 30-90°N CRUTEM3+HadSST?2 instrumental temperature
data of Brohan et al. (2006) and Rayner et al. (2006). Adapted from Ljungqvist (2010).
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suggested by the work of D’Arrigo et al. (2006) and
Loehle (2009).

In discussing this temperature history, Ljunggvist
states it depicts “a Roman Warm Period ¢. AD 1-300,
a Dark Age Cold Period c¢. AD 300-800, a Medieval
Warm Period c. AD 800-1300 and a Little Ice Age c.
AD 1300-1900, followed by the twentieth-century
warming.” These alternating warm/cold periods, in
his words, “probably represent the much discussed
quasi-cyclical c. 1470 + 500-year Bond Cycles (Bond
and Lotti, 1995; O’Brien et al., 1995; Bond et al.,
1997, 2001; Oppo, 1997),” which “affected both
Scandinavia and  northwest  North ~ America
synchronically (Denton and Karlen, 1973)” and have
“subsequently also been observed in China (Hong et
al., 2009a,b), the mid-latitude North Pacific (Isono et
al., 2009) and in North America (Viau et al., 2006),
and have been shown to very likely have affected the
whole Northern Hemisphere during the Holocene
(Butikofer, 2007; Wanner et al., 2008; Wanner and
Butikofer, 2008), or even been global (Mayewski et
al., 2004).”

Ljungqvist also  notes  “decadal  mean
temperatures in  the extra-tropical  Northern
Hemisphere seem to have equaled or exceeded the
AD 1961-1990 mean temperature level during much
of the Roman Warm Period and the Medieval Warm
Period” and “the second century, during the Roman
Warm Period, is the warmest century during the last
two millennia.” He adds, “the highest average
temperatures in the reconstruction are encountered in
the mid to late tenth century,” which was during the
Medieval Warm Period. He warns the temperature of
the last two decades “is possibly higher than during
any previous time in the past two millennia,” but he
adds “this is only seen in the instrumental temperature
data and not in the multi-proxy reconstruction itself,”
which is akin to saying this possibility presents itself
only if one applies Michael Mann’s “Nature trick” of
comparing “apples and oranges,” which is clearly not
valid.

This new study of Ljungqvist is especially
important because it utilizes, in his words, “a larger
number of proxy records than most previous
reconstructions” and “substantiates an already
established history of long-term temperature
variability.” All of these facts, taken together, clearly
demonstrate there is nothing unusual, unnatural, or
unprecedented about the planet’s current level of
warmth.
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3.1.8. Other Temperature Records
Four additional studies that don’t fall under the
previous seven sections of this chapter shed light on
temperature reconstructions of the Medieval Warm
Period.

In a lengthy review paper (Wanner et al., 2008),
18 climate scientists—from 13 research institutions in
Switzerland, Germany, the United Kingdom,
Belgium, and Russia—developed what they describe
as “a general framework for understanding climate
changes during the last 6000 years,” and they ended
their analysis of the several hundred papers they cited
with a summary consisting of two main points, the
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second of which is most germane to the topic of the
Medieval Warm Period.

Wanner et al. concluded, “at decadal to multi-
century timescales, climate variability shows a
complex picture with indications of a possible role for
(i) rapid changes of the natural forcing factors such as
solar activity fluctuations and/or large tropical
volcanic eruptions, (ii) internal variability including
ENSO [El Nifio Southern Oscillation] and NAO
[North Atlantic Oscillation], (iii) changes of the
thermohaline circulation, and (iv) complex feedback
mechanisms between ocean, atmosphere, sea ice and
vegetation.” They also report “notable swings
occurred between warm and cold periods, especially
the hemispheric-scale warming leading into the
Medieval Warm Period and subsequent cooling into
the Little Ice Age.” The latter period, they note,
“appears at least to be a hemispheric phenomenon.”
Finally, they say model simulations support the
inference that the Little Ice Age “may have been
brought about by the coincidence of low Northern
Hemisphere orbital forcing during the Late Holocene
with unusually low solar activity and a high number
of major volcanic events.”

Continuing consideration of the sun as a cause for
millennial-scale  climate  perturbations  were
Dergachev and Raspopov (2010a,b), who analyzed
the degree of harmony among earlier reconstructions,
as well as their individual correlations with various
indices of solar activity. Following this protocol, they
initially demonstrated that climate reconstructions
that rely heavily on tree-ring data do not agree very
well with each other; and when they are compared to
ice core data they appear to lose much of the low-
frequency signal that is preserved in that other
medium.

The Russian researchers next noted a detailed
750-year temperature reconstruction from an ice core
in Siberia agrees well with measures of solar
modulation based on sunspot number and carbon-14
and Be-10 estimates, and that the agreement is
remarkable at multidecadal time scales. They then
examined borehole thermometry data, noting that
although such data lose annual- and decadal-scale
detail, the temperature history thereby derived agrees
well over recent decades with local instrumental data.
In addition, they found that multiple boreholes from
around the world agree with each other on the scale of
the last millennium, which shows borehole-derived
temperatures are a valid and consistent representation
of reality.
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Finally, the two scientists compared the solar
indices of the past millennium with the borehole
temperature  reconstructions, demonstrating the
borehole data and solar indices agree on the long-term
temperature pattern of the past thousand years. Thus
the two parameters imply the existence of a solar-
induced Medieval Warm Period (MWP) around AD
1000 to 1300 and a Little Ice Age (LIA) in the 1600s
to 1700s. Their study confirms the existence of a
global MWP and demonstrates the link between the
MWRP-LIA oscillation and solar activity. In addition,
it indicates the MWP was roughly as warm as—or
warmer than—it has been to date during the Current
Warm Period.

We note that in past IPCC reports, temperature
reconstructions by scientists such as Mann, Bradley,
Hughes, Jones, and Esper are claimed to be
“remarkably consistent.” Birger (2010) decided this
opinion needed to be more rigorously evaluated, and
to do so he analyzed the data contained in Figure
3.1.4.

Working with eight graphs from the IPCC and
adding two more, he determined the calibration
process during the instrumental period would bias the
degree of agreement because the graphs were all fixed
to largely agree during this period. Therefore, he
examined only the period before 1850. In order to
examine the shapes of the curves rather than arbitrary
offsets, he rescaled them all to unit variance and
centered them on zero, after which he computed the
spectral coherence of each pair, and then—from the

similarity matrix—he conducted a clustering analysis.

Five clusters were formed by the 10
reconstructions, with three in the largest and one in
the smallest cluster. Members within a cluster were
similar at the 95 percent confidence level, based on
standard tests. All of the clusters, however, were
significantly incoherent with each other, not merely at
some points but at virtually all timescales of
fluctuation, from decadal to centennial oscillations.
Thus, it is not meaningful to speak of somehow
“averaging” the different reconstructions, whether by
eye or numerically, because the incoherence will lead
to a canceling out of the supposed climate signals in
each, leaving merely a close-to-flat line.

This incoherence means one cannot claim that the
different temperature reconstructions are all “right” or
“agree” in any sense of the word, and attempts to use
these reconstructions for attribution studies or to
calibrate climate models will give different results for
any particular choice of reconstruction. The results of
Biirger’s work suggest the reconstructions differ so
much that there is no way to draw meaningful
conclusions from them, nor can it be determined
which one or ones is or are right.
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3.2. The Little Medieval Warm Period
Research from locations around the world reveal a
significant period of elevated air temperatures that
immediately preceded the Little Ice Age, during a
time that has come to be known as the Little Medieval
Warm Period. A discussion of this topic was not
included in the 2009 NIPCC report, but we include it
here to demonstrate the existence of another set of
real-world data that do not support the IPCC’s claim
that temperatures of the past couple of decades have
been the warmest of the past one to two millennia.

In one of the more intriguing aspects of his study
of global climate change over the past three millennia,
Loehle (2004) presented a graph of the Sargasso Sea
and South African temperature records of Keigwin
(1996) and Holmgren et al. (1999, 2001) that reveals
the existence of a major spike in surface air
temperature that began sometime in the early 1400s.
This abrupt and anomalous warming pushed the air
temperatures of these two records considerably above
their representations of the peak warmth of the
twentieth century, after which they fell back to pre-
spike levels in the mid-1500s, in harmony with the
work of Mclintyre and McKitrick (2003), who found a
similar period of higher-than-current temperatures in
their reanalysis of the data employed by Mann et al.
(1998, 1999).

In another study that reveals the existence of this
period of higher-than-current warmth, D’ Arrigo et al.
(2004) developed a maximum latewood density
(MXD) chronology for the period 1389 to 2001,
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based on cores obtained from white spruce trees
growing near the treeline on the eastern Seward
Peninsula of Alaska, a portion of which data (1909-
1950) were calibrated against May-August
temperatures measured at Nome and then used to
convert the entire MXD chronology to warm-season
temperatures. They found a two-decade period of
close-to-twentieth-century-warmth in the mid-1500s
that was preceded by a decade of warmth, greater
than that of the mid-twentieth century, in the latter
part of the 1400s.

In a subsequent study from the same region,
D’Arrigo et al. (2005) derived a new tree-ring width
dataset from 14 white spruce chronologies covering
the years 1358-2001. These data were then combined
with additional tree-ring-width chronologies from
northwest Alaska to produce two versions of a much
longer data series that extended to AD 978. The first
chronology was created using traditional methods of
standardization (STD), which do not perform well in
capturing multidecadal or longer climate cycles, while
the second chronology utilized the regional curve
standardization (RCS) method, which better preserves
low-frequency variations at multidecadal time scales
and longer. With respect to the STD- and RCS-
derived temperature histories, each of them revealed,
in the words of D’Arrigo et al., “several intervals of
persistent above-average growth that broadly coincide
with the timing of the late Medieval Warm Period.”
The warming is much more pronounced in the RCS
chronology, where the greatest warmth occurred in
the early to middle 1200s, with lesser peaks in the
early to middle 1100s and early 1400s (the Little
Medieval Warm Period).

Additional evidence for this previously
unheralded warm period was obtained by Silenzi et al.
(2004). Working with Vermetid reefs on the
northwest coast of Sicily, they obtained oxygen
isotopic data they interpreted in terms of sea surface
temperature (SST) variations. These data indicated
that in the early to mid-1500s, SSTs in this region
were warmer than they are currently. Likewise, Gray
et al. (2004) developed a reconstruction of the leading
mode of low-frequency North Atlantic (0—70°N) SST
variability, known as the Atlantic Multidecadal
Oscillation (AMO), for the period 1567-1990. Based
on tree-ring records from regions known to border on
strong centers of AMO variability, including eastern
North America, Europe, Scandinavia, and the Middle
East, this record too displayed an intense warm phase,
in this case between 1580 and 1596, the unmatched
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strength of which is clearly evident in reconstructed
North Atlantic SST anomalies.

Many other studies have found much the same
thing. Helama et al. (2002), for example,
reconstructed midsummer temperatures for the last
7,500 years using the long Scots pine ring-width
chronology from northern Finland derived by Eronen
et al. (2002). Their record revealed the twentieth
century was indeed warm compared to the mean of
the entire period (about 0.6°C warmer). However,
there were three other hundred-year periods that were
warmer still, the last of which (AD 1500-1600) falls
within the general time frame of what we call the
Little Medieval Warm Period.

In a novel paper published in Nature, Chuine et
al. (2004) used recorded dates of grape harvests in
Burgundy, France to reconstruct mean spring—
summer (April-August) air temperatures for that
location on a yearly basis from 1370 to 2003,
employing what they call “a process-based phenology
model developed for the Pinot Noir grape.” The
resulting temperature history is significantly
correlated with mean summer air temperatures
deduced from tree rings in central France, the
Burgundy portion of a spatially distributed multi-
proxy temperature reconstruction, and observed
summer air temperatures in Paris, central England,
and the Alps. The thermal interconnectedness of these
sites gives the new temperature history an important
regional significance, the most intriguing aspect of
which is the existence of much warmer-than-present
air temperatures at various times in the past, most
notably from the late 1300s through the early 1400s
and over a large portion of the 1600s.

In another pertinent paper, Bartholy et al. (2004)
meticulously codified and analyzed historical records
collected by Antal Rethly (1879-1975), a Hungarian
meteorologist who spent the greater portion of his
long professional career assembling more than 14,000
historical records related to the climate of the
Carpathian Basin. With respect to the temperature
history they thereby derived, they report “the warm
peaks of the Medieval Warm Epoch and colder
climate of the Little Ice Age followed by the recovery
warming period can be detected in the reconstructed
temperature index time series.” In addition, they
write, “a warm episode in the 16th century [was]
detected in both annual- and seasonal-scale analysis
of the 50-year distribution of warm and cold
conditions,” which would again be the Little
Medieval Warm Period.

Regarding North America, Luckman and Wilson
(2005) wupdated a regional temperature history,
originally developed in 1997, using new tree-ring data
from the Columbia Icefield region of the Canadian
Rockies. The update also employed different
standardization techniques, including the regional
curve standardization method that better captures
low-frequency variability (centennial- to millennial-
scale) than that reported in the initial study. In
addition, the new dataset added more than one
hundred years to the chronology, which now covers
AD 950-1994. This tree-ring record was found to
explain 53 percent of May-August maximum
temperature variation observed in the 1895-1994
historical data and was thus considered a good proxy
indicator of such temperatures. Based on this
relationship, the record showed considerable decadal-
and centennial-scale temperature variability, where
generally warmer conditions prevailed about 1350—
1450 (the Little Medieval Warm Period). Of more
than passing interest is that the warmest summer of
this record occurred in 1434, when it was 0.23°C
warmer than the next warmest summer, which
occurred in 1967.

Focusing on a different climate parameter, but
one that is highly correlated with temperature,
Blundell and Barber (2005) utilized plant
macrofossils, testate amoebae, and degree of
humification as proxies for environmental moisture
conditions to develop a 2,800-year “wetness history”
from a peat core extracted from Tore Hill Moss, a
raised bog in the Strathspey region of Scotland. The
most clearly defined and longest interval of sustained
dryness of this entire record stretches from about AD
850 to AD 1080, coincident with the well-known
Medieval Warm Period, and the most extreme
wetness interval occurred during the depths of the last
stage of the Little Ice Age, which was one of the
coldest periods of the Holocene. Of most interest to
the subject of this section, however, is the period of
relative dryness centered on about AD 1550, which
corresponds to the Little Medieval Warm Period and
implies the existence of significant warmth at that
time.

In a somewhat different study, Munroe (2003)
replicated and analyzed six photographs taken in 1870
near the subalpine forest-alpine-tundra ecotone in the
northern Uinta Mountains of Utah, USA, in an
attempt to quantify the redistribution of vegetation
that occurred there between the end of the Little Ice
Age and the Current Warm Period. After achieving
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this objective, he used his findings to infer the nature
of regional climate change over the past 130 years.
Before concluding, however, he directed his attention
to what he describes as “downed logs, in situ stumps,
and upright delimbed boles on the north side of Bald
Mountain [that] indicate a treeline up to 60 m higher
than the modern level,” which he determined, on the
basis of the modern atmospheric lapse rate,
“corresponds to an increase of mean July temperature
of 0.4°C.”

With respect to these subfossil relics, Munroe
writes, many of them “have been severely abraded by
windblown ice, giving the impression of considerable
antiquity,” noting “similar wood from elsewhere in
the Rocky Mountains has been taken as evidence of
higher treeline during the early Holocene climatic
optimum, or ‘altithermal’ (Carrara et al., 1991).”
However, he reports, a sample cut from one of the
stumps was radiocarbon-dated to only about 1550,
and “the actual germination of the tree may have
occurred a century or more before AD 1550.” That
places the warm period indicated by the subfossil
wood in approximately the same time interval as the
warm periods identified in all the prior studies we
have discussed. In addition, Munroe remarks, “a
higher treeline in the northern Uintas shortly before
AD 1550 s consistent with contemporaneous
evidence for warmer-than-modern climates in the
southwestern United States (Dean, 1994; Petersen,
1994; Meyer et al., 1995; Pederson, 2000).”

In yet another study that provides indirect
evidence for the existence of this century-scale Little
Medieval Warm Period, Fleitmann et al. (2004)
developed a stable isotope history from three
stalagmites in a cave in Southern Oman that provided
an annually resolved 780-year record of Indian Ocean
monsoon rainfall. Over the last eight decades of the
twentieth century, when global temperatures rose
dramatically as the Earth emerged from the Little Ice
Age and entered the Current Warm Period, this record
reveals Indian Ocean monsoon rainfall declined
dramatically. It further indicates the other most-
dramatic decline coincided with the major
temperature spike that is evident in the temperature
histories discussed above.

Pla and Catalan (2005) analyzed chrysophyte cyst
data collected from 105 lakes in the Central and
Eastern Pyrenees of northeast Spain to produce a
Holocene history of winter/spring temperatures in that
part of the world. Their work revealed a significant
oscillation in winter/spring temperatures in which the
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region’s climate alternated between warm and cold
phases over the past several thousand years. Of
particular note were the Little Ice Age, Medieval
Warm Period, Dark Ages Cold Period, and Roman
Warm Period. The warmest of these intervals was the
Medieval Warm Period, which started around AD 900
AD and was about 0.25°C warmer than it is currently.
After the Medieval Warm Period, temperatures fell to
their lowest values of the entire record (about 1.0°C
below present), and then they began to warm but
remained below present-day values until the early
nineteenth and twentieth centuries—with one
exception. A significant warming was observed
between 1350 and 1400, when temperatures rose a
full degree Celsius to a value about 0.15°C warmer
than the present, during the Little Medieval Warm
Period.

In a contemporaneous study, Chen et al. (2005)
studied the chemical composition of sediments
deposited in Lake Erhai (25°35°-25°58’N, 100°05°—
100°17°E), the largest fault lake in the western
Yunnan Province of China. They applied Principal
Component Analysis to the concentrations of 21
major and minor elements found in the sediments,
thereby deriving historical variations in temperature
and precipitation over the period AD 1340-1990. In
doing so, they found an initial period (1340-1550) of
relatively high temperature and low rainfall—the
Little Medieval Warm Period.

Also in China, but working several years earlier
with the top 2 cm of a 20-cm-long stalagmite
collected from Shihua Cave near Beijing, Ku and Li
(1998) obtained annually resolved 8'®0 data covering
the past five centuries. Based on their analyses of
these and other pertinent data, they determined that
fluctuations of the 8'®0 data over periods of less than
ten years “reflect changes in precipitation, whereas on
coarser time scales (>50 years), the stalagmite §'°0
records temperature variations.” This finding led them
to conclude “the period AD 1620-1900 was cold and
periods 1520-1620 and 1900-1994 were warm.”
From their graphical representations of these two
warm periods, it appears the earlier period—the Little
Medieval Warm Period—was probably just a tad
warmer than it was over the last two decades of the
twentieth century.

Sharma et al. (2005) used &™C values of
sphagnum remains from peat deposits located along a
sequence of beach ridges of Lake Superior in North
America to reconstruct changes in regional water
balance from about 1,000 to 3,500 years BP, after
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which they compared their findings with water-level
reconstructions of adjacent Lake Michigan derived by
Baedke and Thompson (2000) from sedimentological
studies. In doing so they found maxima of sphagnum
83C values in peat deposits developed from 3,400 to
2,400 years BP and from 1,900 to 1,400 years BP,
which closely match two periods of Lake Michigan
high-water stands evident in the lake level record of
Baedke and Thompson. These two periods coincide
with the cooler climatic conditions that prevailed on
either side of the Roman Warm Period, the most
recent of which is the well-known Dark Ages Cold
Period. This latter cold high-water period was then
followed by a period of low water and declining §"°C
values, which coincides with the well-known
Medieval Warm Period that ultimately gave way to
the Little Ice Age. Thereafter, there are no more §°C
data, but the lake level data reveal a third low-level
stand of Lake Michigan from about 600 to 500 years
BP, which coincides with the Little Medieval Warm
Period.

Using the regional curve standardization
technique applied to ring-width measurements of both
living trees and relict wood, Biintgen et al. (2005)
developed a 1,052-year summer (June-August)
temperature proxy from high-elevation Alpine
environments in Switzerland and the western Austrian
Alps (between 46°28° to 47°00°’N and 7°49° to
11°30°E). This exercise revealed the presence of
warm conditions from the beginning of the record in
AD 951 up to about AD 1350, which the authors
associated with the Medieval Warm Period.
Thereafter, temperatures declined and an extended
cold period known as the Little Ice Age ensued and
persisted until approximately 1850—with one brief
exception. For a few short decades in the mid- to late-
1500s, there was an uncharacteristically warm
episode, the temperatures of which were exceeded
only at the beginning and end of the 1,052-year
record, during the Medieval and Current Warm
Periods. This warm episode was the Little Medieval
Warm Period.

Holzhauser et al. (2005) “for the first time,” in
their words, presented high-resolution records of
variations in glacier size in the Swiss Alps together
with lake-level fluctuations in the Jura mountains, the
northern French Pre-Alps, and the Swiss Plateau in
developing a 3,500-year climate history of west-
central Europe, beginning with an in-depth analysis of
the Great Aletsch glacier, the largest glacier in the
European Alps.

Near the beginning of the time period studied, the
three researchers report, “during the late Bronze Age
Optimum from 1350 to 1250 BC, the Great Aletsch
glacier was approximately 1000m shorter than it is
today.” They note “the period from 1450 to 1250 BC
has been recognized as a warm-dry phase in other
Alpine and Northern Hemisphere proxies (Tinner et
al., 2003).” Then, after an intervening cold-wet phase,
when the glacier grew in both mass and length, they
note, “during the Iron/Roman Age Optimum between
¢. 200 BC and AD 50,” perhaps better known as the
Roman Warm Period, the glacier again retreated and
“reached today’s extent or was even somewhat
shorter than today.”

Next came the Dark Ages Cold Period, which
they say was followed by “the Medieval Warm
Period, from around AD 800 to the onset of the Little
Ice Age around AD 1300.” The latter cold-wet phase
was “characterized by three successive [glacier
length] peaks: a first maximum after 1369 (in the late
1370s), a second between 1670 and 1680, and a third
at 1859/60,” after which the glacier began its latest
and still-ongoing recession in 1865. They note written
documents from the fifteenth century AD indicate that
at some time during that hundred-year interval “the
glacier was of a size similar to that of the 1930s,”
which latter period in many parts of the world was as
warm as today or even warmer, in harmony with the
increasing body of evidence suggesting a Little
Medieval Warm Period manifested itself during the
fifteenth century within the broader expanse of the

Little Ice Age.
Weckstrom et al. (2006) developed a high-
resolution quantitative history of temperature

variability over the past 800 years, based on analyses
of diatoms found in a sediment core retrieved from a
treeline lake (Lake Tsuolbmajavri) located in Finnish
Lapland. The result, in their words, “depicts three
warm time intervals around AD 1200-1300, 1380-
1550 and from AD 1920 until the present.” Of these
intervals, they “associate the warmth of the 13th
century with the termination phase of the Medieval
Warm Period and the rapid post-1920 temperature
increase with the industrially induced anthropogenic
warming,” the last decade of which climate alarmists
typically tout as having been the warmest such period
of the last two millennia. Most interestingly, however,
Weckstrom et al.’s data indicate the peak warmth of
the AD 1200-1300 termination phase of the MWP
was about 0.15°C warmer than the peak warmth of
the post-1920 period. Even more interesting is that the
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peak warmth of the AD 1380-1550 period—the Little
Medieval Warm Period—was warmer still, at 0.25°C
above the peak warmth of the post-1920 period.

Working with a sediment core extracted from the
northeastern slope of the Cariaco Basin (10°45.98°N,
64°46.20°W), Black et al. (2007) derived an 800-year
Mg/Ca history of the planktic foraminifer
Globigerina bulloides, which they correlated with
spring (March—May) sea surface temperatures (SSTs)
measured between AD 1870 and 1990. This
ultimately allowed them to reconstruct an 800-year
SST history of the region. A plot of their findings is
reproduced in Figure 3.2.1. As may readily be seen, it
reveals dramatic twentieth-century warming, the prior
Little Ice Age, and (at the beginning of the plot) what
they describe as “the end of the Medieval Warm
Period.” What stands out most boldly of all, however,
is the remarkable rise and fall of the region’s SST that
occurred between the Medieval Warm Period and the
Little Ice Age, during the Little Medieval Warm
Period.

Barron and Bukry (2007) derived high-resolution
records of diatoms and silicoflagellate assemblages
spanning the past 2,000 years from analyses of
sediment cores extracted from three sites on the
eastern slope of the Gulf of California. In all three
cores the relative abundance of Azpeitia nodulifera (a

tropical diatom whose presence suggests higher sea
surface temperatures) was found to be far greater
during the Medieval Warm Period than at any other
time over the 2,000-year period studied. In addition,
the first of the cores exhibited elevated A. nodulifera
abundances from the start of the record to about AD
350 (during the latter part of the Roman Warm
Period) and between AD 1520 and 1560 (during what
we have denominated the Little Medieval Warm
Period). By analyzing radiocarbon production data,
Barron and Bukry also determined the changes in
climate they identified likely were driven by solar
forcing.

Two years later, Richey et al. (2009) derived two
decadal-resolution foraminiferal Mg/Ca sea surface
temperature (SST) records covering the past six to
eight centuries from two locations in the northern
Gulf of Mexico—the Fisk Basin (27°33.0°N,
92°10.1°’W) and the Garrison Basin (26°40.5°N,
93°55.5°W)—which they compared with the earlier
Pigmy Basin (27°11.6’N, 91°24.5°W) Mg/Ca SST
record of Richey et al. (2007). The results for all three
Gulf of Mexico locations were pretty much the same:
all revealed the occurrence of Little Ice Age
temperatures in the mid-1700s that were 2-3°C cooler
than present-day temperatures, in harmony with the
results obtained by the wvarious temperature
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Figure 3.2.1. The 800-year Mg/Ca-derived SST history of the northeastern slope of the Cariaco

Basin. Adapted from Black et al. (2007).
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reconstruction techniques employed in the other
studies they cited. More germane to the topic at hand,
the authors found “Little Ice Age cooling in all three
Gulf of Mexico Mg/Ca records is preceded by an
interval of warmth in which Mg/Ca is as high or
higher than the mean Gulf of Mexico core-top value.”
This warm interval, which falls between about AD
1450 and 1600, represents the region’s Little
Medieval Warm Period.

Also in 2009, Siklosy et al. conducted a complex
trace element and stable carbon and oxygen isotope
analysis of a stalagmite recovered from a cave
(Kiskohat Shaft) located in northeast Hungary at the
southern rim of the Bukk Highland (48°4.086°N,
20°29.422°E), with dating provided by 12 *°Th-**U
determinations made along the growth direction of the
stalagmite. Results indicated the highest oxygen
isotope values occurred around AD 1000-1150,
which they identified as the Medieval Warm Period,
while the coldest years, which they associated with
the Little Ice Age, prevailed from about AD 1550 to
1700. With respect to the Little Medieval Warm
Period, their results revealed a 50-year period of
approximately AD 1450-1500, which was almost as
warm as the MWP.

In another study, Saenger et al. (2009) developed
an absolutely dated and annually resolved record of
sea surface temperature (SST) from the Bahamas
(25.84°N, 78.62°W), based on a 440-year time series
(1552-1991) of coral (Siderastrea siderea) growth
rates, which they found to possess “an inverse
correlation with instrumental SST,” a relationship
verified by “applying it to an S. siderea colony from
Belize (17.50°N, 87.76°W).” This work revealed that
“temperatures were as warm as today from about
1552 [where their record begins, somewhere in the
midst of the Little MWP] to 1570.”

A year later, Yang et al. (2010) developed a tree-
ring-width history spanning AD 1377-1998 from
Tibetan juniper (Cupressus gigantea) trees growing at
a site (29°22°N, 94°16’°E) just north of the deep gorge
of the Yarlung Tsangbo River of southeast Tibet,
from which they developed a linear regression model
between ring-width and mean January—June
temperature that accounts for 35 percent of the
variance of this parameter over the period 1961-1998.
According to the authors, the tree ring history
revealed a number of relatively warmer and cooler
intervals throughout its 622-year record, among the
former of which were several that exceeded late
twentieth-century warmth. The two most striking of

these short-term warm periods were 1443-1466 and
1482-1501, and as best as can be determined from the
graphical representations of their data, annual
temperatures during the second of these two warm
periods exceeded those of the late twentieth century
by as much as 0.75°C, while 11-year smoothed
temperatures of the first of the two warm periods
exceed those of the late twentieth century by as much
as 0.3°C.

From a broad sediment shelf at a water depth of
56 meters in the main basin of Loch Sunart—a fjord
on the northwest coast of Scotland (56°40.20°N,
05°52.22°W)—Cage and Austin (2010) extracted
several sediment cores from which they developed a
continuous record of various physical and chemical
properties of the sediment, which spanned the last
millennium and extended to AD 2006. Of particular
interest are the 8'*0 measurements made on the shells
of the benthic foraminifer Ammonia beccarii, because
prior such data—when operated upon by the
palacotemperature equation of O’Neil et al. (1969)—
yielded bottom-water temperatures that had been
judged by Cage and Austin (2008) to be “the most
realistic water temperature values for infaunal benthic
foraminifera from Loch Sunart.”

The results of the two researchers’ most recent
efforts revealed the most distinctive feature of the
Loch Sunart temperature record was an abrupt
warming at AD 1540 that led to a temperature
anomaly of 1.1°C above the long-term mean from AD
1540-1600. This period was preceded within the
interval AD 1445-1495 by some of the coldest
temperatures of the past 1,000 years.

Noting “the rate and magnitude of the inferred
warming at AD 1540 ... is similar to the rate of
change and magnitude observed during the late
twentieth century,” Cage and Austin (2010)
concluded “changes in twentieth century marine
climate cannot yet be resolved from a background of
natural variability over the last millennium,” which is
another way of saying that late twentieth-century
warming—which has not further manifested itself
over the first decade of the twenty-first century—was
not unusual enough to validly ascribe it to the
concomitant increase in the air’s CO, content.

It is clear that the Medieval Warm Period and the
earlier Roman Warm Period were not the only eras to
exhibit surface air temperatures that equaled or
eclipsed those of the twentieth century. These
warmer-than-present eras achieved their higher
temperatures without any help from elevated
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atmospheric CO, concentrations, which were fully
100 ppm less than they are today. Consequently,
whatever caused the warmth of those prior eras could
be maintaining the warmth of the present era,
relieving CO, of that undeserved responsibility.
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3.3. Recent Temperature Trends

Has the global warming of the past century, and
especially of the past few decades, been as dramatic
as the IPCC claims it has been, leading to
unprecedented high temperatures and unsurpassed
temperature variability? In the prior two sections of
this chapter we evaluated this claim as it pertained to
the past thousand years, with specific focus on the
Medieval Warm Period (approximately 800-1200
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AD) and the Little Medieval Warm Period
(approximately 1400-1550 AD). Here, we evaluate it
with respect to temperatures of the past few decades,
once again limiting our discussion to papers published
after the 2009 NIPCC report.

Wood et al. (2010) constructed a two-century
(1802-2009) instrumental record of annual surface air
temperature within the Atlantic-Arctic boundary
region, using data obtained from “recently published
(Klingbjer and Moberg, 2003; Vinther et al., 2006)
and historical sources (Wahlen, 1886)” that yielded
“four station-based composite time series” that
pertain to  Southwestern  Greenland, Iceland,
Tornedalen (Sweden) and Arkhangel’sk (Russia).
This operation added 76 years to the previously
available record, the credibility of which result, in
Wood et al.’s words, “is supported by ice core
records, other temperature proxies, and historical
evidence.” In examining the record, the U.S. and
Icelandic researchers found “an irregular pattern of
decadal-scale temperature fluctuations over the past
two centuries,” of which the early twentieth-century
warming (ETCW) event—which they say “began
about 1920 and persisted until mid-century”—was by
far “the most striking historical example.”

Wood et al. write, “as for the future, with no other
examples in the record quite like the ETCW, we
cannot easily suggest how often—much less when—
such a comparably large regional climate fluctuation
might be expected to appear.” Nevertheless, they say
that if past is prologue to the future, “it would be
reasonable to expect substantial regional climate
fluctuations of either sign to appear from time to
time,” and therefore “singular episodes of regional
climate fluctuation should be anticipated in the
future.” This implies any rapid warming that may
subsequently occur within the Atlantic-Arctic
boundary region need not be due to rising greenhouse
gas concentrations, as it could be caused by the same
unknown factor that caused the remarkable ETCW
event.

Wood and Overland (2010) write, “the recent
widespread warming of the earth’s climate is the
second of two marked climatic fluctuations to attract
the attention of scientists and the public since the turn
of the 20th century,” and that the first of these—"“the
major early 20th century climatic fluctuation (~1920—
1940)"—has been “the subject of scientific enquiry
from the time it was detected in the 1920s.” In
addition, they write, “the early climatic fluctuation is
particularly intriguing now because it shares some of
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the features of the present warming that has been felt
so strongly in the Arctic.”

To learn more about the nature of both warmings,
Wood and Overland reviewed what is known about
the first warming through what they describe as “a
rediscovery of early research and new assessments of
the instrumental record,” which allowed them to
compare what they learned about the earlier warming
with what is known about the most recent one.

With respect to the first of the two warmings, the
U.S. researchers say “there is evidence that the
magnitude of the impacts on glaciers and tundra
landscapes around the North Atlantic was larger
during this period than at any other time in the
historical period.” In addition, they report, “the
ultimate cause of the early climatic fluctuation was
not discovered by early authors and remains an open
question,” noting “all of the leading possibilities
recognized today were raised by the 1950s, including
internal  atmospheric  variability, anthropogenic
greenhouse gas (CO,) forcing, solar variability,
volcanism, and regional dynamic feedbacks (e.g.
Manley, 1961).” However, they note, “greenhouse
gas forcing is not now considered to have played a
major role (Hegerl et al., 2007).” Thus they suggest
“the early climatic fluctuation was a singular event
resulting from intrinsic variability in the large-scale
atmosphere-ocean-land system and that it was likely
initiated by atmospheric forcing.”

Wood and Overland conclude the “early climatic
fluctuation is best interpreted as a large but random
climate excursion imposed on top of the steadily
rising global mean temperature associated with
anthropogenic forcing.” However, it could just as
easily be concluded that the steadily rising global
mean temperature was Earth’s natural recovery from
the global chill of the Little Ice Age.

White et al. (2010) published a comprehensive
review of past climate change in Earth’s north polar
region. They began their work by describing how
“processes linked with continental drift have affected
atmospheric circulation, ocean currents, and the
composition of the atmosphere over tens of millions
of years” and how “a global cooling trend over the
last 60 million years has altered conditions near sea
level in the Arctic from ice-free year-round to
completely ice covered.” They also report “variations
in Arctic insolation over tens of thousands of years in
response to orbital forcing have caused regular cycles
of warming and cooling that were roughly half the
size of the continental-drift-linked changes” and that,
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in turn, this glacial-interglacial cycling “was
punctuated by abrupt millennial oscillations, which
near the North Atlantic were roughly half as large as
the glacial-interglacial cycles.” Finally, they note “the
current interglacial, the Holocene, has been
influenced by brief cooling events from single
volcanic eruptions, slower but longer lasting changes
from random fluctuations in the frequency of volcanic
eruptions, from weak solar variability, and perhaps by
other classes of events.”

In comparing the vast array of past climate
changes in the Arctic with what the IPCC claims to be
the “unprecedented” anthropogenic-induced warming
of the past several decades, White et al. conclude,
“thus far, human influence does not stand out relative
to other, natural causes of climate change.” In fact,
they state, the data “clearly show” that “strong natural
variability has been characteristic of the Arctic at all
time scales considered,” and they reiterate the data
suggest “that the human influence on rate and size of
climate change thus far does not stand out strongly
from other causes of climate change.”

Ladd and Gajewski (2010) evaluate the position
of the Arctic front—defined as “the semi-permanent,
discontinuous front between the cold Arctic air mass
and the intermediate Polar air mass, bounded in the
south by the Polar Front (Oliver and Fairbridge,
1987)"—based on gridded data obtained from the
National Center for Environmental
Prediction/National Center for Atmospheric Research
reanalysis (NNR) for each July between 1948 and
2007, and from 1958 to 2002 using data from the
European Centre for Medium-Range Weather
Forecasts ERA-40, as well as the period 1948-1957
“for comparison with the results of Bryson (1966).”

The two researchers report “the position of the
July Arctic front varies significantly through the
period 1948-2007,” but they find it does so “with a
mean position similar to that found by Bryson
(1966),” which “close similarity,” as they describe it,
“is striking, given that the Bryson study was
completed over 40 years ago.” Indeed. This front is in
the part of the world that theory and computer models
predict should be warming faster than nearly all other
parts of the globe. If the IPCC’s claim were true that
the Earth warmed at a rate and to a level that was
unprecedented over the past two millennia, it is highly
unlikely the Arctic front would have remained
stationary for more than four decades.

Box et al. (2009), using “a set of 12 coastal and
40 inland ice surface air temperature records in

combination with climate model output,” identified
“long-term (1840-2007) monthly, seasonal, and
annual spatial patterns of temperature variability over
a continuous grid covering Greenland and the inland
ice sheet.” They then compared “the 1919-32 and
19942007 warming episodes” and made “a
comparison of Greenland ice sheet surface air
temperature temporal variability with that of the
Northern Hemisphere average,” obtaining the near-
surface air temperature history of Greenland
reproduced  Figure 3.3.1, along with the
corresponding history of Northern Hemispheric near-
surface air temperature.

Based on the results depicted in the figure, the
four researchers determined ‘“the annual whole ice
sheet 1919-32 warming trend is 33% greater in
magnitude than the 1994-2007 warming,” and “in
contrast to the 1920s warming, the 1994-2007
warming has not surpassed the Northern Hemisphere
anomaly.” They note, “an additional 1.0°-—5°C of
annual mean warming would be needed for Greenland
to be in phase with the Northern Hemisphere pattern.”
Thus there does not appear to be anything unusual,
unnatural, or unprecedented about the nature of
Greenland’s 1994-2007 warming episode. It is much
less impressive than the 1919-1932 warming, and it is
even less impressive when it is realized that the
atmosphere’s CO, concentration rose by only about 5
ppm during the earlier period of stronger warming but
by fully 25 ppm (five times more) during the later
period of weaker warming.
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Figure 3.3.1 Low-pass-filtered Greenland and
Northern Hemispheric near-surface air temperature
anomalies with respect to the 1951-1980 base period
vs. time. Adapted from Box et al. (2009).
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A long succession of climate models has consistently
suggested that anthropogenic-induced global warming
should be significantly amplified in Earth’s polar
regions and that the first signs of man’s expected
impact on the world’s weather should be manifest in
that part of the planet. Yet research on Antarctic
climate just prior to 2009 found the Antarctic
Peninsula was warming rapidly but the rest of
Antarctica was not (Chapman and Walsh, 2007;
Monaghan et al., 2008). While the warming of the
peninsula was deemed to be a “canary in the coal
mine” by alarmists, the lack of warming over the rest
of the continent posed a difficult challenge in
reconciling observational data with model projections
of COyinduced global warming. However, the
sparseness of weather stations across this huge
continent left great uncertainty about these
conclusions.

Against this backdrop, Steig et al. (2009)
provided a method to increase the density of data by
utilizing Advanced Very High Resolution Radiometer
(AVHRR) satellite data to provide spatial and
temporal data infilling. Their analysis claimed to
show warming was in fact spread over much of West
Antarctica, a result that would be in harmony with
theory and climate models. Their result was featured
on the cover of Nature magazine and widely covered
in the press as “proof” that warming in Antarctica was
worse than thought. But was it?

O’Donnell et al. (2011) investigated the Steig et
al. paper, finding they made statistical and analytical
mistakes, including (a) improper calibration, (b)
spatial structure differences between the infilling
operation and recovery of gridded estimates, and (c)
suboptimal determination  of  regularization
parameters. The net effect of these errors was to
improperly model spatial correlation of the data,
which produced a spurious warming in West
Antarctica and altered other spatial patterns and trend
statistics. Specifically, O’Donnell et al. say “our
results—including the strong Peninsula warming,
insignificant cooling to neutral trend in the Ross
region, and generally insignificant trends elsewhere
on the continent—compare more favorably to
Chapman & Walsh (2007) and Monaghan et al.
(2008) than [Steig et al.],” which leaves the majority
of Antarctica showing very little trend, or in other
words, no discernible response to rising greenhouse
gas concentrations.

In a paper titled “A strong bout of natural cooling
in 2008” published in Geophysical Research Letters,
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Perlwitz et al. (2009) discuss the “precipitous drop in
North American temperature in 2008, commingled
with a decade-long fall in global mean temperatures.”
The authors begin their narrative by noting there has
been “a decade-long decline (1998-2007) in globally
averaged temperatures from the record heat of 1998,”
citing Easterling and Wehner (2009). In further
describing this phenomenon, they note U.S.
temperatures in 2008 “not only declined from near-
record warmth of prior years, but were in fact colder
than the official 30-year reference climatology (-
0.2°C versus the 1971-2000 mean) and further were
the coldest since at least 1996.”

With respect to the geographical origin of this
“natural cooling,” as they describe it, the five
researchers point to “a widespread coolness of the
tropical-wide oceans and the northeastern Pacific,”
focusing on the Nifio 4 region, where they report
“anomalies of about -1.1°C suggest a condition colder
than any in the instrumental record since 1871.”

The researchers then push ahead in search of the
cause of the global and U.S. coolings that sparked
their original interest, seeking out what connects them
with other more primary phenomena, the anomalous
and significant oceanic coolings. Perlwitz et al. first
discount volcanic eruptions, noting “there were no
significant volcanic events in the last few years.”
Next, they write that solar forcing “is also unlikely,”
because its radiative magnitude is considered to be
too weak to elicit such a response. And these two
castaway causes thus leave them with “coupled
ocean-atmosphere-land variability” as the “most
likely” cause of the anomalous coolings.

In regard to Perlwitz et al.’s dismissal of solar
forcing, however, the jury is still out with respect to
the interaction of the solar wind with the influx of
cosmic rays to Earth’s atmosphere and their
subsequent impact on cloud formation, which may yet
prove to be substantial (as discussed earlier in this
chapter). And with respect to their final point, the
suite of real-world ocean-atmosphere-land
interactions is highly complex and also not fully
understood. Indeed, there may even be important
phenomena operating within this realm of which the
entire scientific community is ignorant. Some of those
phenomena may be strong enough to compensate for
anthropogenic-induced increases in greenhouse gas
emissions, so that other natural phenomena dictate the
ever-changing state of Earth’s climate
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3.4 Urban Heat Islands

Population growth and the clustering of people in
cities can lead to localized warming from changes in
land structure and land use that is both more rapid and
much greater (by as much as an order of magnitude)
than what the [IPCC characterizes as the
“unprecedented” warming of the twentieth century.

In the 2009 NIPCC report, Idso and Singer (2009)
highlighted scores of studies demonstrating the
impact of this phenomenon on temperatures and how
population-growth-induced warming—spread across
the world—is often incorrectly construed to be CO,-
induced global warming. Here we highlight three
additional papers investigating this phenomenon,
beginning with a study of the urban heat island along
the U.S./Mexico border.

Mexicali City borders the United States at the
northern end of Mexico’s Baja California. It is an
urban settlement that had its beginnings in the first
decade of the twentieth century. At that time it had an
area of approximately 4 km? by 1980 it covered an
area in excess of 40 km?, and by 2005 it covered more
than 140 km®.

Working with daily records of maximum and
minimum temperature from six weather stations in
Mexicali City and its surroundings covering the
period 1950-2000, and with a climatic network of
rural and urban weather stations in Mexicali and its
valley and the Imperial Valley, California, over the
contemporary period (2000-2005), Garcia Cueto et
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al. (2009) characterized the spatial and temporal
development of the city’s urban heat island over the
latter half of the twentieth century and the first five
years of the twenty-first century. They found
Mexicali City “changed from being a cold island
(1960-1980) to a heat island with a maximum
intensity of 2.3°C in the year 2000, when it was
compared with rural weather stations of Imperial,
California.” They note “the replacement of irrigated
agricultural land by urban landscapes, anthropogenic
activity and population growth, appear to be the major
factors responsible for the observed changes.” And
from the “more updated information (2000-2005),”
they learned “the greatest intensity of the urban heat
island was in winter with a value of 5.7°C, and the
lowest intensity in autumn with 5.0°C.”

In another study, Rosenzweig et al. (2009)
compared “the possible effectiveness of heat island
mitigation strategies to increase urban vegetation,
such as planting trees or incorporating vegetation into
rooftops, with strategies to increase the albedo of
impervious surfaces.” With respect to the magnitude
of the problem they were seeking to address, they
report “surface air temperatures elevated by at least
1°C have been observed in New York City for more
than a century (Rosenthal et al., 2003; Gaffin et al.,
2008), and the heat island signal, measured as the
difference between the urban core and the
surrounding rural surface air temperature readings
taken at National Weather Service stations, averages
~4°C on summer nights (Kirkpatrick and Shulman,
1987; Gedzelman et al., 2003; Gaffin et al., 2008),”
with the greatest temperature differences typically
being sustained “between midnight and 0500 Eastern
Standard Time (EST; Gaffin et al., 2008).” And on a
day that they studied quite intensively (14 August
2002), they report that 0600 EST “the city was
several degrees warmer than the suburbs, and up to
8°C warmer than rural areas within 100 km of the
city.”

With respect to mitigation strategies, the 12
researchers determined “the most effective way to
reduce urban air temperature is to maximize the
amount of vegetation in the city with a combination
of tree planting and green roofs.” Based on modeling
studies of these approaches, for example, they
estimated this strategy could reduce simulated
citywide urban air temperature by 0.4°C on average,
and 0.7°C at 1500 EST, while reductions of up to
1.1°C at 1500 EST could be expected in some
Manhattan and Brooklyn neighborhoods, “primarily
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because there is more available area in which to plant
trees and install vegetated roofs.”

These several findings reveal New York City
already has experienced an urban-induced warming
equivalent to what is predicted to occur by the end of
the current century as a result of business-as-usual
greenhouse gas emissions, and that planting
additional vegetation throughout the city would likely
moderate its thermal environment more than all of the
greenhouse-gas emissions reductions the world’s
governments are ever likely to make.

Most urban heat island (UHI) studies have
evaluated its magnitude by means of ground-based
measurements of near-surface air temperature made at
urban and rural weather stations, where the urban-
rural air temperature difference is expressed most
strongly at night. Imhoff et al. (2010), however,
employed satellite-based measurements of surface
temperature and found this alternative form of the
UHI was most strongly expressed during the day.

Specifically, in a study of 38 of the most
populous cities in the continental United States and
their rural surroundings, Imhoff et al. obtained land
surface temperature (LST) data from the Moderate
Resolution Imaging Spectroradiometer (MODIS)
sensor on NASA’s Earth Observing System (EOS)
satellites, which they used in a spatial analysis to
assess UHI skin temperature amplitude and its
relationship to development intensity, size, and
ecological setting over three annual cycles (2003-
2005), where urban impervious surface area (ISA)
was obtained from the Landsat TM-based NLCD
2001 dataset. Their results indicated a city’s fractional
ISA was a good linear predictor of LST for all cities
in the continental United States in all biomes except
deserts and xeric shrublands, and that the fraction of
ISA explained about 70 percent of the total variance
in LST for all cities combined, with the highest
correlations (90 percent) in the northeastern United
States, where urban areas are often embedded in
temperate broadleaf and mixed forests.

They also determined the largest urban-rural LST
differences for all biomes occurred during the
summer around midday, and the greatest amplitudes
were found for urban areas that displaced forests
(6.5-9.0°C) followed by temperate grasslands (6.3°C)
and tropical grasslands and savannas (5.0°C). Finally,
they determined the contrast between urban cores and
rural zones was typically “accentuated during the time
when the vegetation is physiologically active,
especially in forested lands” and “the amplitude of the
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UHI is significantly diminished during the winter
season when vegetation loses its leaves or is stressed
by lower temperatures.” Consequently, and based on
these findings, Imhoff et al. concluded “the use of
ISA as an estimator of the extent and intensity of
urbanization is more objective than population
density based methods and can be consistently
applied across large areas for inter-comparison of
impacts on biophysical processes.”

Considering each of the three studies described
above, plus a host of others discussed in the 2009
NIPCC report, it is difficult to see how the IPCC
(2007) can claim to have ferreted out all significant
influences of the world’s many and diverse urban heat
islands from the temperature databases they use to
portray the supposedly unprecedented warming of the
past few decades.
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3.5 El Nifio/Southern Oscillation

Computer model simulations have given rise to three
claims regarding the influence of global warming on
El Nifio/Southern Oscillation (ENSO) events: (1)
global warming will increase the frequency of ENSO
events, (2) global warming will increase the intensity
of ENSO events, and (3) weather-related disasters
will be exacerbated under El Nifio conditions. The
2009 NIPCC report (Idso and Singer, 2009) tested the
validity of these assertions and demonstrated they are
in conflict with the observational record. In this
section we highlight several studies that suggest the
virtual world of ENSO, as simulated by state-of-the-
art climate models, is at variance with reality, once
again drawing upon studies not included in, or
published subsequent to, the 2009 NIPCC report.

Examining the subject over the past 3,500 years,
Langton et al. (2008) used geochemical data—
obtained from a sediment core extracted from the
shallow-silled and intermittently dysoxic Kau Bay in
Halmabhera, Indonesia (1°N, 127.5°E)—to reconstruct
century-scale climate variability within the Western
Pacific Warm Pool. In doing so, they found “basin
stagnation, signaling less El Nifio-like conditions,
occurred during the time frame of the Medieval
Warm Period (MWP), from ca. 1000 to 750 years
BP,” which was “followed by an increase in El Nifio
activity that culminated at the beginning of the Little
Ice Age ca. 700 years BP.” Thereafter, their record
suggests “the remainder of the Little Ice Age was
characterized by a steady decrease in EI Nifio activity
with warming and freshening of the surface water that
continued to the present.” And they say “the
chronology of flood deposits in Laguna Pallcacocha,
Ecuador (Moy et al., 2002; Rodbell et al., 1999),
attributed to intense El Nifio events, shows similar
century-scale periods of increased [and decreased] El
Nifio frequency.”

The nine researchers concluded “the finding of
similar century-scale variability in climate archives
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from two El Nifio-sensitive regions on opposite sides
of the tropical Pacific strongly suggests that they are
dominated by the low-frequency variability of ENSO-
related changes in the mean state of the surface ocean
in [the] equatorial Pacific.” And that “century-scale
variability,” as they describe it, suggests global
warming typically tends to retard ElI Nifio activity,
while global cooling tends to promote it.

In a contemporaneous study, Nicholls (2008)
prefaced his contribution to the topic by noting there
has been a “long-running debate as to how the El
Nifo-Southern Oscillation (ENSO) might react to
global warming,” and “the focus in most model
studies on ENSO and climate change has been on
whether the Pacific will tend to a more permanent El
Nifio state as the world warms due to an enhanced
greenhouse effect.” In an attempt to resolve the issue,
Nicholls examined “trends in the seasonal and
temporal behavior of ENSO, specifically its phase-
locking to the annual cycle over the past 50 years,”
where phase-locking, in his words, “means that El
Nifio and La Nifia events tend to start about April—
May and reach a maximum amplitude about
December—February,” which is why he examined
trends in ENSO indices for each month of the year.

The Australian researcher determined “there has
been no substantial  modulation of  the
temporal/seasonal behavior of the El Nifio-Southern
Oscillation”—as measured by the sea surface
temperature averaged across the region 5°S-5°N by
120°W-170°W, and the Southern Oscillation Index
(the non-standardized difference between sea level
pressures at Tahiti and Darwin)—over the past 50
years, during what he describes as “a period of
substantial growth in the atmospheric concentrations
of greenhouse gases and of global warming.”
Nicholls’ finding that “the temporal/seasonal nature
of the EI Nifio-Southern Oscillation has been
remarkably consistent through a period of strong
global warming” clearly repudiates the early climate-
model-derived inferences of Timmermann et al.
(1999), Collins (2000a,b), and Cubasch et al. (2001)
that global warming will increase both the frequency
and intensity of ENSO events. Those projections (not
surprisingly) followed fast on the heels of the
powerful 1997-98 El Nifio described by some as “the
strongest in recorded history” (Jimenez and Cortes,
2003).

Lee and McPhaden (2010) reported “satellite
observations suggest that the intensity of El Nifio
events in the central-equatorial Pacific (CP) has
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almost doubled in the past three decades,” citing the
work of Cane et al. (1997) and Cravatte et al. (2009),
while noting this phenomenon “appears to be
consistent with theoretically predicted change of the
background sea surface temperature under global
warming scenarios.” To test this hypothesis, they used
satellite observations of sea surface temperature
(SST) over the past three decades “to examine SST in
the CP region, distinguishing between the increases in
El Nifio intensity and changes in background SST.”

In conducting their analysis, the two U.S.
researchers discovered the SSTs in the CP region
during El Nifio years were becoming significantly
higher while those during La Nifia and neutral years
were not. Therefore, they reasoned “the increasing
intensity of El Nifio events in the CP region is not
simply the result of the well-documented background
warming trend in the western-Pacific warm pool,” but
“it is the increasing amplitude of El Nifio events that
causes a net warming trend of SST in the CP region.”
In light of these findings, they suggest “at least for the
past three decades, the warming of the warm pool in
the CP region is primarily because of more intense El
Nifio events in that region.” In addition, they report
“in contrast to the CP region, the intensity of El Nifio
events in the EP region does not have a warming
trend, and even has a cooling trend (though not
significant at the 90% level of confidence) over the
three-decade period.” Thus, they conclude further
investigation is needed “to understand these issues
better, given the uncertainty surrounding causal
mechanisms and the implications the observed
changes have for global climate and societal
impacts.”

In a contemporaneous study focusing more on the
modeling of ENSO behavior, Collins et al. (2010)
reviewed the findings of what they describe as “a
hierarchy of mathematical models [that] have been
used to explain the dynamics, energetics, linear
stability and nonlinearity of ENSO,” while noting
“complex coupled global circulation models have
become powerful tools for examining ENSO
dynamics and the interactions between global
warming and ENSO.”

Those powerful tools revealed, among other
things, that “the tropical easterly trade winds are
expected to weaken; surface ocean temperatures are
expected to warm fastest near the equator and more
slowly farther away; the equatorial thermocline that
marks the transition between the wind-mixed upper
ocean and deeper layers is expected to shoal; and the
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temperature gradients across the thermocline are
expected to become steeper.” However, they state “it
is not yet possible to say whether ENSO activity will
be enhanced or damped, or if the frequency of events
will change.” Nor, it could be added, whether their
several expectations will ever come to pass, as Collins
et al. conclude “it is not clear at this stage which way
ENSO variability will tip," adding, “as far as we
know, it could intensify, weaken, or even undergo
little change depending on the balance of changes in
the underlying processes.”

An even more damning assessment of the state of
the ENSO modeling enterprise was given by Jin et al.
(2008), who investigated the overall skill of ENSO
prediction in retrospective forecasts made with ten
different state-of-the-art ocean-atmosphere coupled
general circulation models (CGCMs)—which they
describe as  “coupled  ocean-land-atmosphere
dynamical seasonal prediction systems”—with
respect to their ability to ‘“hindcast” real-world
observations for the 22 years from 1980 to 2001.

The results indicated, according to the 12 U.S.,
South Korean, and Japanese researchers, that almost
all models have problems simulating the mean
equatorial sea surface temperature (SST) and its
annual cycle. In fact, they write, “none of the models
we examined attain good performance in simulating
the mean annual cycle of SST, even with the
advantage of starting from realistic initial conditions,”
while noting “with increasing lead time, this
discrepancy gets worse” and “the phase and peak
amplitude of westward propagation of the annual
cycle in the eastern and central equatorial Pacific are
different from those observed.” What is more, they
find “ENSO-neutral years are far worse predicted
than growing warm and cold events” and “the skill of
forecasts that start in February or May drops faster
than that of forecasts that start in August or
November.” They and others refer to this behavior as
“the spring predictability barrier,” which gives an
indication of the difficulty of what they are
attempting to do.

Given these findings, Jin et al. conclude
“accurately predicting the strength and timing of
ENSO events continues to be a critical challenge for
dynamical models of all levels of complexity,”
revealing that even the best ocean-atmosphere
CGCMs are presently unable to make reasonably
accurate predictions of ENSO occurrence and
behavior.
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Introduction

The effects of climate change are visible in the
cryosphere (places on Earth so cold that water is
usually in solid form as snow or ice), in sea level
change and other ocean dynamics, in patterns of
precipitation, and in rivers and streamflow. Computer
models have been used to project trends in each of
these areas, while observations and data are available
to test those projections.

According to the Intergovernmental Panel on
Climate Change (IPCC), “recent decreases in ice
mass are correlated with rising surface air
temperatures. This is especially true in the region
north of 65°N, where temperatures have increased by
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about twice the global average from 1965 to 2005”
(IPCC 2007, p. 339). The IPCC goes on to report
decreased snow cover “in most regions, especially in
spring and summer,” freeze-up dates in the Northern
Hemisphere occurring later, breakup dates occurring
earlier, declines in sea ice extent, and similar findings
(ibid.).

In their 2009 Nongovernmental International
Panel on Climate Change (NIPCC) report, lIdso and
Singer (2009) contended that many of the IPCC’s
findings on this subject were incorrect, the result of
cherry-picking data or misrepresenting available
research. The authors found,
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Glaciers around the world are continuously
advancing and retreating, with a general pattern
of retreat since the end of the Little Ice Age.
There is no evidence of an increased rate of
melting overall since CO, levels rose above their
pre-industrial levels, suggesting CO, is not
responsible for glaciers melting.

Sea ice area and extent have continued to
increase around Antarctica over the past few
decades. Evidence shows that much of the
reported thinning of Arctic sea ice that occurred
in the 1990s was a natural consequences of
changes in ice dynamics caused by an
atmospheric regime shift, of which there have
been several in decades past and will likely be
several in the decades to come, totally
irrespective of past or future changes in the air’s
CO, content. The Arctic appears to have
recovered from its 2007 decline (ldso and Singer
2009, p. 4).

Similar disagreement between IPCC and NIPCC was
found on ocean dynamics, with IPCC claiming “there
is high confidence that the rate of sea level rise has
increased between the mid-19th and the mid-20th
centuries” (IPCC AR4, p. 387, emphasis in the
original) while NIPCC found “the mean rate of global
sea level rise has not accelerated over the recent past”
(Idso and Singer 2009, p. 4). While the IPCC claimed
“it is likely that ... heavy precipitation events will
continue to become more frequent” (IPCC AR4, p.
15), NIPCC said “global studies of precipitation
trends show no net increase and no consistent trend
with CO,, contradicting climate model predictions
that warming should cause increased precipitation”
(Idso and Singer 2009, p. 4).

This chapter reinforces NIPCC’s findings of
2009, with new research finding less melting of ice in
the Arctic, Antarctic, and mountaintops than
previously feared, no sign of acceleration of sea-level
rise in recent decades, no trend over the past 50 years
in changes to the Atlantic meridional overturning
circulation (MOC), and no changes in precipitation
patterns or river flows that could be attributed to
rising CO, levels.
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4.1. The Cryosphere

4.1.1. Antarctica

The study of Antarctica’s past, present, and expected
future climate has provided valuable insights and
spurred contentious debate over issues pertaining to
global climate change. Although many individuals
concerned about global warming expect Earth’s polar
regions to manifest the earliest and most severe
responses to CO,-induced climate change, real-world
data from Antarctica do not support such
expectations. In the 2009 NIPCC report, Idso and
Singer (2009) discussed the results of several
scientific analyses that demonstrated there is nothing
unusual, unprecedented, or unnatural about the
climate on this vast continent of ice. In this interim
report we highlight the results of several more papers
in support of their findings.

Starting with the Antarctic Peninsula, Hall (2009)
offered “a summary of existing data concerning
Holocene glacial extent and fluctuations within
Antarctica and the sub-Antarctic islands.” She begins
by noting, “in several areas, ice extent was less than
at present in mid-Holocene time,” which suggests, in
her words, “the magnitude of present ice recession
and ice-shelf collapse is not unprecedented.” She also
reports “the first Neoglacial ice advances occurred at
~5.0 ka” and “glaciers in all areas underwent renewed
growth in the past millennium.” More specifically,
Hall states, “the Antarctic Peninsula, along with the
adjacent sub-Antarctic islands, yields one of the most
complete Holocene glacial records from the southern
high latitudes,” and most of these locations “show an
advance in the past few centuries, broadly coincident
with what is known elsewhere as the Little Ice Age.”
Likewise, she reports “glaciers on most if not all” of
the Indian/Pacific sector sub-Antarctic Islands
“underwent advance in the last millennium, broadly
synchronous with the Little Ice Age.” And she notes
“glaciers in all areas” have “subsequently undergone
recession,” but only in “the past 50 years.”
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In another study, Tedesco and Monaghan (2010)
reviewed what has been learned about the melting of
snow and ice over all of Antarctica since 1979, when
routine measurement of the phenomenon via space-
borne passive microwave radiometers first began.
Their results revealed that over the course of the past
three decades the continent-wide snow and ice
melting trend was “negligible.” They also observe
that during the 2008-2009 austral summer, scientists
from the City University of New York and the U.S.
National Center for Atmospheric Research observed
that snow and ice melt was “a record low for the 30-
year period between 1979 and 2009,” or as they
alternatively describe it, “a new historical minimum.”
In addition, they note, “December 2008 temperature
anomalies were cooler than normal around most of
the Antarctic margin, and the overall sea ice extent
for the same month was more extensive than usual.”

Turning our attention to the West Antarctic Ice
Sheet (WAIS), often described as the world’s most
unstable large ice sheet, it has been postulated that
future global warming may cause the WAIS to
disappear, resulting in a sea-level rise of several
millimeters per year. Yet three groups of researchers
have shown in recent papers that the WAIS is likely
much more stable than the models predict.

Gomez et al. (2010) state that several studies
(Oppenheimer, 1998; Meehl et al., 2007; Vaughan,
2008; Smith et al., 2009) have suggested “climate
change could potentially destabilize marine ice sheets,
which would affect projections of future sea-level
rise.” The studies specifically highlight “an instability
mechanism (Weertman, 1974; Thomas and Bentley,
1978; Schoof, 2007; Katz and Worster, 2010)” which
they say “has been predicted for marine ice sheets
such as the West Antarctic ice sheet that rest on
reversed bed slopes, whereby ice-sheet thinning or
rising sea levels leads to irreversible retreat of the
grounding line.”

Noting existing analyses of this particular
instability mechanism “have not accounted for
deformational and gravitational effects that lead to a
sea-level fall at the margin of a rapidly shrinking ice
sheet,” Gomez et al. go on to present “a suite of
predictions of gravitationally self-consistent sea-level
change following grounding-line migration,” in which
they “vary the initial ice-sheet size and also consider
the contribution to sea-level change from various sub-
regions of the simulated ice sheet.”

The four researchers report their new results
“demonstrate that gravity and deformation-induced

sea-level changes local to the grounding line
contribute a stabilizing influence on ice sheets
grounded on reversed bed slopes,” contrary to
previously prevailing assumptions based on earlier
analyses of the subject. In fact, they conclude, “local
sea-level change following rapid grounding-line
migration will contribute a stabilizing influence on
marine ice sheets, even when grounded on beds of
non-negligible reversed slopes.”

In a terse statement describing the implications of
their work, Gomez et al. write their new and more
“accurate” treatment of sea-level change “should be
incorporated into analyses of past and future marine-
ice-sheet dynamics.”

Introducing their study of the WAIS, Naish et al.
(2009) write, “an understanding of the behavior of the
marine-based West Antarctic ice sheet during the
‘warmer-than-present’ early-Pliocene epoch (~5-3
Myr ago) is needed to better constrain the possible
range of ice-sheet behavior in the context of future
global warming,” and they thus undertook a project to
provide such understanding. Specifically, as they
describe it, they derived “a marine glacial record from
the upper 600 meters of the AND-1B sediment core
recovered from beneath the northwest part of the Ross
ice shelf by the ANDRILL program,” which
demonstrated the “well-dated ~40-kyr cyclic
variations in ice-sheet extent linked to cycles in
insolation influenced by changes in the earth’s axial
tilt (obliquity) during the Pliocene.” They state their
data “provide direct evidence for orbitally induced
oscillations in the WAIS, which periodically
collapsed, resulting in a switch from grounded ice, or
ice shelves, to open waters in the Ross embayment
when planetary temperatures were up to ~3°C warmer
than today and atmospheric CO, concentration was as
high as ~400 ppm,” the latter number being about 3
percent greater than what it is today.

An important implication of this last observation
is that the much greater periodic warmth of the early-
Pliocene was clearly not the primary result of periodic
changes in the air’s CO, concentration. The 56
researchers tacitly acknowledge that fact by
attributing the variable warmth to periodic changes in
the planet’s axial tilt that produced 40,000-year cycles
of insolation.

How long did it take for such warmth to bring
about a total collapse of the WAIS? An answer to this
question can be found in the companion paper of
Pollard and DeConto (2009), who state projections of
future WAIS behavior “have been hampered by
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limited understanding of past variations and their
underlying mechanisms.” With the findings of Naish
et al. (2009), however, Pollard and DeConto gained
important new knowledge that helped them frame a
greatly improved “ice sheet/ice shelf model capable
of high-resolution nesting with a new treatment of
grounding-line dynamics and ice-shelf buttressing to
simulate Antarctic ice sheet variations over the past
five million years.”

The two researchers report they modeled WAIS
variations ranging “from full glacial extents with
grounding lines near the continental shelf break,
intermediate states similar to modern, and brief but
dramatic retreats, leaving only small, isolated ice caps
on West Antarctic islands.” And they say their work
suggests “the WAIS will begin to collapse when
nearby ocean temperatures warm by roughly 5°C.” In
a “News & Views” story on Pollard and DeConto’s
findings, Huybrechts (2009) states, “the amount of
nearby ocean warming required to generate enough
sub-ice-shelf melting to initiate a significant retreat of
the West Antarctic ice sheet ... may well take several
centuries to develop.” Once started, he concludes, the
transition time for a total collapse of the West
Antarctic ice sheet would range from “one thousand
to several thousand years.” This time period, he notes,
“is nowhere near the century timescales for West
Antarctic ice-sheet decay based on simple marine ice-
sheet models,” such as have been employed in the
past.

The specter of sea-level rise being measured in
meters can be seen to be receding ever further into the
distance of unreality.
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4.1.2. Greenland and Eurasian Ice Caps
Murray et al. (2010) report that during the early
2000s, “the Greenland Ice Sheet’s annual ice
discharge doubled” and its outlet glaciers were
dramatically “thinning, accelerating, and retreating.”
But as the scientists go on to show, the horror turned
out to be short-lived. The 11 researchers “describe the
oceanographic setting of the southeast Greenland
region and then undertook two analyses to explore the
relationship between oceanic processes and glacier
dynamics,” which helped put things in proper
perspective.

Murray et al. report that in 2006, after the initial
acceleration of ice loss, “two of the largest outlet
glaciers in the sector, Helheim and Kangerdlugssuag,
were reported to have slowed down simultaneously
(Howat et al., 2007), ceased thinning (Stearns and
Hamilton, 2007; Howat et al., 2007), and readvanced
(Joughin et al., 2008), and there was some indication
that other glaciers in the region followed suit (Howat
et al., 2008; Moon and Joughin, 2008).” In addition,
their new work revealed, “the slowdown from 2006
was widespread and synchronized throughout
southeast Greenland” and except for a minor
reactivation at Helheim during 2007, “continued until
at least 2008.”

As for the mechanics of the oscillatory
phenomenon, Murray et al. present evidence
suggesting the original ice wastage speedup “was the
result of warm ocean waters coming into contact with
the glaciers” and that this speedup “was probably
terminated in part by increased discharge from the
glaciers themselves, which increased ice sheet runoff
and iceberg calving,” which in turn “introduced
additional cold water strengthening the East
Greenland Coastal Current.” This slowed glacier
melting until warmer water again began to dominate
the current’s waters.

Murray et al. write that their findings are
suggestive of “a negative feedback that currently
mitigates against continued very fast loss of ice from
the ice sheet in a warming climate.” They thus
conclude “we should expect similar speedup and
slowdown events of these glaciers in the future, which
will make it difficult to elucidate any underlying trend

in mass loss resulting from changes in this sector of
the ice sheet.”

Another attempt to assess the rapidity of
Greenland ice melt was made by Wake et al. (2009).
They write that the mass loss from the Greenland ice
sheet over the last decade for which they had data
(1995-2005) has caused the impression that “the ice
sheet has been behaving anomalously” due to the
warming of the 1990s and what has followed, the
period the IPCC claims to have been the warmest
such interval of the last one to two millennia (Mann et
al., 1999; Mann and Jones, 2003). But was the ice
sheet’s mass loss really extraordinary?

The authors reconstructed the 1866-2005 surface
mass-balance (SMB) history of the Greenland ice
sheet on a 5 x 5 km grid “using a runoff-retention
model based on the positive degree-day method,”
which accounts “for the influence of year-on-year
surface elevation changes on SMB estimates” while
being “forced with new datasets of temperature and
precipitation patterns dating back to 1866.” They did
this, they state, in order to compare “the response of
the ice sheet to a recent period of warming and a
similar warm period during the 1920s to examine how
exceptional the recent changes are within a longer
time context.”

The six scientists determined that present-day
SMB changes “are not exceptional within the last 140
years.” In fact, they found the SMB decline over the
decade 1995-2005 was no different from that of the
decade 1923-1933. “Based on the simulations of these
two periods,” Wake et al. observe, “it could as well be
stated that the recent changes that have been
monitored extensively (Krabill et al., 2004; Luthcke
et al., 2006; Thomas et al., 2006) are representative of
natural sub-decadal fluctuations in the mass balance
of the ice sheet and are not necessarily the result of
anthropogenic-related warming.”

In another study, Sharp and Wang (2009) turned
their attention to Eurasian ice caps east of Greenland.
They report, “Enhanced resolution Ku-band
scatterometer data from the Quick Scatterometer were
used to map the timing of annual melt onset and
freeze-up, and the duration of the summer melt season
on the large glaciers and ice caps of Svalbard
[Norway], Novaya Zemlya [Russia], and Severnaya
Zemlya [Russia] for the 2000-04 period.” To place
the observations of their five-year study period in a
longer-term  context, they used “regression
relationships between melt season duration and
annual (June + August) mean 850-hPa air temperature
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over each region from the NCEP-NCAR Reanalysis
to predict the annual melt duration for each year in
the 1948-2005 period.”

The two researchers report that with respect to all
discrete five-year periods (pentads) between 1950 and
2004, “the 2000-04 pentad has the second longest
mean predicted melt duration on Novaya Zemlya
(after 1950-54), and the third longest on Svalbard
(after 1950-54 and 1970-74) and Severnaya Zemlya
(after 1950-54 and 1955-59).” These findings clearly
reveal the 1950-54 pentad to have experienced the
longest melt season of the past 55 years on all three of
the large Eurasian Arctic ice caps.

In one final paper of note, Nick et al. (2009)
concentrated their attention on the outlet glaciers that
occur around the margins of the Greenland ice sheet.
They report “the recent marked retreat, thinning and
acceleration of most of Greenland’s outlet glaciers
south of 70°N has increased concerns over
Greenland’s contribution to future sea level rise,”
because, as they continue, “these dynamic changes
seem to be parallel to the warming trend in
Greenland.” The authors developed “a numerical ice-
flow model that reproduces the observed marked
changes in Helheim Glacier,” which they describe as
“one of Greenland’s largest outlet glaciers.” They
used the model to study the glacier’s dynamics and
determine what they might imply about the future
mass balance of the Greenland Ice Sheet and
subsequent global sea levels.

The four researchers report their model
simulations show “ice acceleration, thinning and
retreat begin at the calving terminus and then
propagate upstream through dynamic coupling along
the glacier.” They find “these changes are unlikely to
be caused by basal lubrication through surface melt
propagating to the glacier bed,” a phenomenon often
cited as a cause of great concern with respect to its
impact on sea level. The authors observe that
“tidewater outlet glaciers adjust extremely rapidly to
changing boundary conditions at the calving
terminus,” and conclude that “the recent rates of mass
loss in Greenland’s outlet glaciers are transient and
should not be extrapolated into the future.”

Despite concerns expressed over the past two
decades about global warming becoming ever more
intense, especially in the Arctic, conditions during the
middle of the twentieth century seem to have been in
this respect even more extreme than at any
subsequent time, especially on these three major ice
caps and their associated glaciers.

94

References

Howat, 1.M., Joughin, I.R., and Scambos, T.A. 2007. Rapid
changes in ice discharge from Greenland outlet glaciers.
Science 315: 1559-1561.

Howat, I.M., Joughin, 1., Fahnestock, M., Smith, B.E., and
Scambos, T.A. 2008. Synchronous retreat and acceleration
of southeast Greenland outlet glaciers 2000-2006: ice
dynamics and coupling to climate. Journal of Glaciology
54: 646-660.

Joughin, I., Howat, 1., Alley, R.B., Ekstrom, G.,
Fahnestock, M., Moon, T., Nettles, M., Truffer, M., and
Tsai, V.C. 2008. Ice-front variation and tidewater behavior
on Helheim and Kangerdlugssuaq glaciers, Greenland.
Journal of Geophysical Research 113:
10.1029/2007JF000837.

Krabill, W., Hanna, E., Huybrechts, P., Abdalati, W.,
Cappelen, J., Csatho, B., Frederick, E., Manizade, S.,
Martin, C., Sonntag, J., Swift, R., Thomas, R., and Yungel,
J. 2004. Greenland Ice Sheet: increased coastal thinning.
Geophysical Research Letters 31: 10.1029/2004GL021533.

Luthcke, S.B., Zwally, H.J., Abdalati, W., Rowlands, D.D.,
Ray, R.D., Nerem, R.S., Lemoine, F.G., McCarthy, J.J.,
and Chinn, D.S. 2006. Recent Greenland ice mass loss by
drainage system from satellite gravity observations.
Science 314: 1286-1289.

Mann, M.E., Bradley, R.S. and Hughes, M.K. 1999.
Northern Hemisphere temperatures during the past
millennium: inferences, uncertainties, and limitations.
Geophysical Research Letters 26: 759-762.

Mann, M.E. and Jones, P.D. 2003. Global surface
temperature over the past two millennia. Geophysical
Research Letters 30: 1820-1823.

Moon, T. and Joughin, I. 2008. Changes in ice front
position on Greenland’s outlet glaciers from 1992 to 2007.
Journal of Geophysical Research 113:
10.1029/2007JF000927.

Murray, T., Scharrer, K., James, T.D., Dye, S.R., Hanna,
E., Booth, A.D., Selmes, N., Luckman, A., Hughes, A.L.C.,
Cook, S., and Huybrechts, P. 2010. Ocean regulation
hypothesis for glacier dynamics in southeast Greenland and
implications for ice sheet mass changes. Journal of
Geophysical Research 115: 10.1029/2009JF001522.

Nick, F.M., Vieli, A., Howat, .M., and Joughin, I. 2009.
Large-scale changes in Greenland outlet glacier dynamics
triggered at the terminus. Nature Geoscience 2:
10.1038/NGEO394.

Sharp, M. and Wang, L. 2009. A five-year record of
summer melt on Eurasian Arctic ice caps. Journal of
Climate 22: 133-145.



Observations/Projections: Cryosphere, Ocean Dynamics, Hydrology

Stearns, L.A. and Hamilton, G.S. 2007. Rapid volume loss
from two East Greenland outlet glaciers quantified using
repeat stereo satellite imagery. Geophysical Research
Letters 34: 10.1029/2006GL028982.

Thomas, R., Frederick, E., Krabill, W., Manizade, S., and
Martin, C. 2006. Progressive increase in ice loss from
Greenland. Geophysical Research Letters 33:
10.1029/GL026075.

Wake, L.M., Huybrechts, P., Box, J.E., Hanna, E.,
Janssens, 1., and Milne, G.A. 2009. Surface mass-balance
changes of the Greenland ice sheet since 1866. Annals of
Glaciology 50: 176-184.

4.1.3. Montane Glaciers

Achieving a proper perspective on the advance and
retreat of glaciers located on mountaintops and in
mountain valleys requires that data be viewed in the
context of the known extent of Holocene (last 10,000
years) glacial advance and older ice limits during the
Pleistocene (last 2.5 million years). Using Alaska as
their study area, Barclay et al. (2009) provide an
extensive and up-to-date review of what is known
about Holocene glacial activity there and its
relationship to temperature.

Barclay et al. report the “termini of land-based
valley glaciers were in retracted positions during the
early to middle Holocene” but “neoglaciation was
underway in some areas by 4.5-4.0 ka and major
advances of land-based termini occurred by 3.0 ka.”
Most dramatic, however, were the Little Ice Age
(LIA) glacial advances, which culminated in two
phases in the 1540s-1710s and in the 1810s-1880s, of
which they state, “moraines of these middle and late
LIA maxima are invariably the Holocene maxima in
coastal southern Alaska,” adding, “LIA advances are
also recognized as major expansions in all glacierized
mountain ranges in Alaska.” In addition, they state
researchers have determined that ‘“Holocene
fluctuations of Alaskan land-terminating glaciers have
primarily been forced by multi-decadal and longer
timescale changes in temperature.”

These several observations suggest changes in
glaciation as experienced in Alaska during the
twentieth century likely started at the end of the
coldest portion of the current interglacial period. It is
valuable to note the Earth descended into that
wretched state without any help from declining
atmospheric CO, concentrations.

A second Holocene glacial study was conducted
by Rodbell et al. (2009) in South America. These

authors updated “the chronology of Andean glaciation
during the Lateglacial and the Holocene from the
numerous articles and reviews published over the past
three decades,” noting the Andes “offer an
unparalleled opportunity to elucidate spatial and
temporal patterns of glaciation along a continuous 68-
degree meridional transect.” Results indicated “all
presently glacierized mountain ranges contain
multiple moraines deposited during the last 450
years” and “these correlate with the Little Ice Age as
defined in the Northern Hemisphere.” In addition,
they note most Andean regions “reveal a nearly
continuous temporal distribution of moraines during
the Little Ice Age.”

The temporal correspondence of the Little Ice
Age in essentially all of the glacierized portions of
the Northern Hemisphere and the great meridional
expanse of most of Andean South America, as well as
the similar glacial activity of both parts of the planet
during this time period, provide strong support for the
proposition that montane glaciation began to retreat
when much of the world commenced its return to its
current, milder climatic state from what could be
called the Holocene’s “thermal basement.”

In a third study of Holocene glacier change, Nesje
(2009) compiled, assessed, and evaluated “evidence
of Late Glacial and Holocene glacier fluctuations in
Scandinavia as deduced from ice-marginal features,
marginal ~moraines, proglacial terrestrial and
lacustrine sites, using especially new information that
has become available since the review paper
published by Karlen (1988).” Nesje reports his data
compilation indicates “significant Lateglacial ice-
sheet  fluctuations, glacial  contraction and
disappearance during the early and mid-Holocene and
subsequent Neoglacial expansion, peaking during the
‘Little Ice Age’.” These observations, in his words,
are “in good agreement with other presently glaciated
regions in the world,” as he states has been described
by Solomina et al. (2008) and “references therein.”

Other authors confirm that the Little Ice Age in
Scandinavia, as in most parts of the world where
glaciers formed and grew during that period, was a
depressing and dangerous time (Luckman, 1994;
Villalba, 1994; Smith et al., 1995; Naftz et al., 1996).
Alpine glaciers advanced in virtually all mountainous
regions of the globe during that period, eroding large
areas of land and producing masses of debris. Like an
army of tractors and bulldozers, streams of ice flowed
down mountain slopes, carving paths through the
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landscape, moving rocks, and destroying all
vegetation in their paths (Smith and Laroque, 1995).

Continental glaciers and sea ice expanded their
ranges as well during this period (Grove, 1988;
Crowley and North, 1991). Near Iceland and
Greenland, in fact, the expansion of sea ice during the
Little Ice Age was so great that it isolated the Viking
colony established in Greenland during the Medieval
Warm Period, leading to its eventual abandonment
(Bergthorsson, 1969; Dansgaard et al., 1975; Pringle,
1997).

Two closely associated phenomena that often
occurred during the Little Ice Age were glacial
landslides and avalanches (Porter and Orombelli,
1981; Innes, 1985). In Norway, an unprecedented
number of petitions for tax and land rent relief were
granted in the seventeenth and eighteenth centuries
because of the considerable damage caused by
landslides, rockfalls, avalanches, floods, and ice
movement (Grove, 1988). In one example of
catastrophic force and destruction, the Italian
settlements of Ameiron and Triolet were destroyed by
a rockfall of boulders, water, and ice in 1717. The
evidence suggests the rockfall had a volume of 16-20
million cubic meters and descended 1,860 meters
over a distance of 7 kilometers in but a few minutes,
destroying homes, livestock, and vegetation (Porter
and Orombelli, 1980). Other data suggest rockslides
and avalanches were also frequent hazards in
mountainous regions during this period (Porter and
Orombelli, 1981; Innes, 1985).

Flooding was another catastrophic hazard of the
Little Ice Age, with meltwater streams from glaciers
eroding farmland throughout Norway (Blyth, 1982;
Grove, 1988). In Iceland, flooding also wreaked
havoc on the landscape when, on occasion, subglacial
volcanic activity melted large portions of continental
glaciers (Thoroddsen, 1905-06; Thdrarinsson, 1959).
Peak discharge rates during these episodes have been
estimated to have been as high as 100,000 cubic
meters per second—a value comparable in magnitude
to the mean discharge rate of the Amazon River
(Thérarinsson, 1957). During one such eruption-flood
in 1660, glacial meltwater streams carried enough
rock and debris from the land to the sea to create a
dry beach where fishing boats had previously
operated in 120 feet (36.6 m) of water (Grove, 1988).
Flooding from a later eruption carried enough
sediment seaward to fill waters 240 feet (73.2 m)
deep (Henderson, 1819).
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Another Holocene study, this time of European
glacial activity by Ivy-Ochs et al. (2009), presented “a
summary of the evidence for suggested periods of
glacier advance during the final phase of the Alpine
Lateglacial and the Holocene,” interweaving “data
obtained from 'Be surface exposure dating,
radiocarbon dating of wood and peat washed out from
the presently melting glacier tongues,
dendrochronological investigations on wood from the
glacierized  basins,  tree-line  studies  and
archaeological evidence.”

Results indicated “the earliest Holocene (between
11.6 and about 10.5 ka) was still strongly affected by
the cold climatic conditions of the Younger Dryas and
the Preboreal oscillation,” but “at or slightly before
10.5 ka rapid shrinkage of glaciers to a size smaller
than their late 20th century size reflects markedly
warmer and possibly also drier climate.” After 3.3 ka,
however, “climate conditions became generally
colder and warm periods were brief and less
frequent.” Finally, they indicate “glaciers in the Alps
attained their Little lce Age maximum extents in the
14th, 17th and 19th centuries, with most reaching
their greatest Little Ice Age extent in the final
1850/1860 AD advance.”

Like their alpine glacier counterparts in
Scandinavia described by Nesje (2009), glaciers of
the European Alps also reached their maximum
Holocene extensions close to the end of the Little Ice
Age. This means that at that time there existed the
greatest potential for significant warming of the entire
Holocene interglacial, for in an oscillatory climatic
regime, the point of lowest temperature decline also
represents the point of the greatest potential for a
significant temperature increase. It should only have
been expected, then, that the subsequent temperature
recovery of the Earth would likely be quite
substantial, as there was much prior cooling to be
overcome in order to return the planet to a climatic
state more characteristic of the bulk of the Holocene.

Considering glacial change over a shorter
timeframe, Vincent et al. (2007) analyzed the impact
of climate change over the past 100 years on high-
elevation glaciated areas of the Mont Blanc range,
including the ice fields that cover the Mont Blanc
(4,808 m) and Déme du Godter (4,300 m) peaks.
Surface ablation is negligible for these high-elevation
areas, and the surface mass balance is mainly
controlled by snow accumulation.

At Déme du Godter, ice fluxes were calculated
through two transversal sections by two independent
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methods in order to assess long-term surface
accumulation. A comparison between these results
and recent accumulation observations, together with
the strong relationship between valley precipitation
and snow accumulation,  suggests  surface
accumulation rates did not change significantly over
the entire twentieth century.

Vincent et al. state “the most striking features ...
are the small thickness changes observed over the
twentieth century. For both areas, thickness variations
do not exceed £15 m. The average changes are +2.6
m at Dome du Godter and -0.3 m at Mont Blanc.
Considering the uncertainty interval, i.e., £5 m, it can
be concluded that no significant thickness change is
detectable over most of these areas.” These findings
show these high-elevation glaciated areas have not
been significantly affected by climate change over the
last 100 years.

Finally, Kaser et al. (2010) examined the ice
fields that top Mt. Kilimanjaro’s highest peak, Kibo.
Kaser et al. write these features have garnered
“particular attention” since lIrion (2001) attributed
modern changes in them to “increased air temperature
in the context of global warming” and Thompson et
al. (2002) reported on what they described as the
“near extinction of the ice on Kibo,” which they
characterized as being “unprecedented over the last
11,700 years.” Shortly thereafter, however, Kaser et
al. (2004) developed an alternative hypothesis,
namely that atmospheric moisture primarily controls
the modern-time glacier changes on Kibo, as Kaser et
al. (2010) indicate is also suggested by the work of
Molg and Hardy (2004), Cullen et al. (2006, 2007)
and Molg et al. (2003, 2006, 2009a,b). This finding,
in their words, “not only rules out rising local air
temperature (i.e. on the peak of Kibo) as the main
driver of observed changes during the last 120 years,
but also puts the currently accepted 11,700 years age
in question.”

Based on their review of a compilation of all
available information on present-day phenomena that
control the glaciers on Kilimanjaro, and after what the
five researchers describe as “a careful glaciological
evaluation,” Kaser et al. (2010) conclude “minor
changes in thickness have no impact on the changing
surface area of the tabular plateau glaciers,” while
noting “plateau glacier area decrease has been
strikingly constant over the twentieth century” and
“ablation rates of the ice walls are [also] persistently
constant.” In addition, their analyses suggest the
mountain’s plateau ice “may have come and gone

repeatedly throughout the Holocene” and the
reduction of plateau ice in modern times <is
controlled by the absence of sustained regional wet
periods rather than changes in local air temperature
on the peak of Kilimanjaro.”
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4.1.4. Sea and Lake Ice

Though semi-permanent sea ice exists around the
North Pole, fringing sea ice in both the Arctic and
Antarctic is an annual, seasonal feature. Fringing sea
ice is therefore particularly susceptible to fast advance
or retreat depending upon local oceanographic and
atmospheric changes. Even quite major sea-ice
changes are not necessarily due to climatic change.
This dynamic, rather than climatic, aspect of sea-
ice change is well documented in a recent study by
Scott and Marshall (2010), two scientists with the
British Antarctic Survey. They found “over the last
four decades there has been a trend to earlier summer
breakup of the sea ice in western Hudson Bay,
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Canada” and “the trend to earlier sea-ice breakup has
been linked to the long-term effect of warming in the
region (Stirling et al., 1999; Gagnon and Gough,
2005).” Subsequently, however, they report “the
existence of a sufficiently long-term regional
warming trend was disputed by Dyck et al. (2007),”
and, therefore, they decided to explore the subject in
more detail, to see if they could resolve the
controversy.

Working with passive microwave data obtained
from the Scanning Multichannel Microwave
Radiometer onboard the Nimbus 7 satellite, plus three
Special ~ Sensor  Microwave/lmager  instruments
onboard Defense Meteorological Satellite Program
satellites, as well as Canadian Ice Service sea-ice
charts considered to be “more accurate than passive
microwave data for estimates of ice concentration,
particularly in the presence of surface melt,” as
described by Agnew and Howell (2002) and Fetterer
et al. (2008), Scott and Marshall performed several
new analyses on both datasets, “bringing the time
series up to date” (to 2007, from a starting date of
1971) while looking at “temperature trends in the area
around the time of breakup in more detail than was
[done] in previous studies.”

With respect to the chief point of controversy, the
researchers found “there has clearly not been a
continuous trend in the [time of sea-ice breakup] data,
and the change is best described by a step to 12 days
earlier breakup occurring between 1988 and 1989,
with no significant trend before or after this date.” In
addition, they remark, “an increase in regional
southwesterly winds during the first three weeks of
June and a corresponding increase in surface
temperature are shown to be likely contributing
factors to this earlier breakup.”

Proponents of the theory of CO-induced global
warming have long publicized what they characterize
as the gradual development, over the past four

decades, of an earlier occurrence of the date of yearly
sea-ice breakup in Canada’s Hudson Bay, claiming it
was a manifestation of anthropogenic climate change
that was negatively affecting the region’s polar bears.
The newer findings of Scott and Marshall argue
against  that  conclusion. Nevertheless—and
correctly—the two researchers conclude their analysis
by stating “it remains to be seen whether these
changes in atmospheric circulation [which appear to
be the proximate cause of the significant step-change
in the date of sea-ice breakup] might be ascribed to
human actions or simply to natural climate
variability.”

Clearly, the science pertaining to this matter is
not settled.

Floating ice pack that is responsive to climatic
fluctuations forms on large, intra-continental lakes as
well as on the ocean, and Wang et al. (2010) provide
an analysis of 70 years of such floating ice for the
Great Lakes of North America. Their study covers the
winters of 1972-73 to 2008-09 and comprises an
analysis of time series of annual average ice area and
basin winter average surface air temperature (SAT)
and floating ice cover (FIC) for the Great Lakes,
which they remind us “contain about 95% of the fresh
surface water supply for the United States and 20% of
the world.”

The primary data of interest are depicted in
Figure 4.1.1 below, where after an initial four years of
relative warmth and lower annual average ice area,
SATSs declined and FIC area rose. Then, there began a
long period of somewhat jagged SAT rise and FIC
decline, which both level out from about 1998 to
2006, after which SAT once again slowly declines
and FIC slowly rises. Both parameters terminate at
about the same value they exhibited initially.
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Figure 4.1.1. Annual average ice area of the North American Great Lakes and basin winter average
surface air temperature (SAT) vs. time. Adapted from Wang et al. (2010).

Wang et al. conclude from their study that “natural
variability dominates Great Lakes ice cover,” and that
any trend in the data—of which there are some of a
few years and one that is lengthier—*is only useful
for the period studied.” Given this finding, there is no
reason to attribute any change in the annual average
ice area of the North American Great Lakes to
anthropogenic global warming.
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4.2. Ocean Dynamics

4.2.1. Sea Level Change

In an analysis of the tide gauge record for Brest, a city
in north-western France, Woppelmann et al. (2008)
examined “the issue of a possible tide gauge datum
discontinuity ... caused by the bombing of the city in
August 1944” via “a detailed analysis of historical
levelling information, and comparison of sea level
data between adjacent stations.”

The Brest tide gauge was found to be “‘stable’
over the 1889-1996 period.” The authors say their
work “led to an accurate datum connection between
recently rediscovered 18th century sea level data
(back to 1711) and those of the present day.” In
addition, they claim “an interesting by-product” of
their work, “the close matching of the Brest and
Liverpool [UK] time series over more than 200
years.” Both instrumental records “show a roughly
coincident increase in the rate of relative sea-level
rise around the end of the 19th century,” as does the
sea-level record of Newlyn in the UK. From 1890 to
the ends of the records, which appear to extend to
about 2007, all three datasets define similar linear
increases with time.

If one splits the period of linear sea-level rise into
two equal 57-year parts centered on the middle of the
twentieth century—1893 to 1950 and 1950 to 2007—
it can be determined from various atmospheric trace
gas records that the air’s CO, concentration rose
about 3.8 times faster over the last of these periods
than it did over the first period. Since mean sea level
rose at a constant rate over the entire 114 years, it is
unlikely the historical increase in the atmosphere’s
CO, content was the ultimate cause of the steady
mean sea-level rise.

In another study, this time of coastal wetlands in
the eastern United States, Langley et al. (2009)
discovered, “tidal wetlands experiencing increased
rates of sea-level rise (SLR) must increase rates of
soil elevation gain to avoid permanent conversion to
open water.” As for how that might happen, they note
“root zone expansion by accumulation of plant
material is essential to maintaining a constant surface
elevation relative to rising sea level.”

In Kirkpatrick Marsh—a microtidal subestuary of
Chesapeake Bay, where each of several 200m’ plots
was outfitted with a surface elevation table (SET) to
measure soil elevation change—Langley et al.
exposed half the plots to an extra 340 ppm of CO, for
two years, while “data from a greenhouse mesocosm

experiment (Cherry et al., 2009) were used to
examine how elevated CO, might affect elevation
response under simulated SLR scenarios.”

The five researchers report the extra CO, of their
marsh experiment increased fine root productivity by
an average of 36 percent over the two-year study, and
that above-ground biomass production was increased
by as much as 30 percent, “consistent with a 20-year
record of elevated CO, treatment in a previous CO,
study on the same marsh (Erickson et al., 2007).” In
addition, they state the elevated CO, caused an
increase in root zone thickness of 4.9 mm/year
compared with only 0.7 mm/year in the ambient CO,
treatment, with the result that there was “a slight loss
of elevation in ambient CO, (-0.9 mm/year) compared
with an elevation gain (3.0 mm/year) in the elevated
CO, treatment.” Furthermore, they report the
greenhouse mesocosm experiment of Cherry et al.
(2009) “revealed that the CO, effect was enhanced
under salinity and flooding conditions likely to
accompany future SLR.”

Langley et al. conclude, “by stimulating biogenic
contributions to marsh elevation, increases in the
greenhouse gas, CO,, may paradoxically aid some
coastal wetlands in counterbalancing rising seas.” In
this regard, they state their findings “bear particular
importance given the threat of accelerating SLR to
coastal wetlands worldwide,” citing the recent
Environmental Protection Agency report of Reed et
al. (2008), which suggests “a 2-mm increase in the
rate of SLR will threaten or eliminate a large portion
of mid-Atlantic marshes.” This research suggests the
positive growth-promoting effect of atmospheric CO,
enrichment more than compensates for its
hypothetical sea-level-raising effect.

A key issue in understanding eustatic (global)
sea-level change is the degree to which glacial
meltwater is causing an increase in ocean mass. In a
study of Alaskan and nearby Canadian glaciers,
Berthier et al. (2010) comment that earlier estimates
of mass loss from Alaskan and nearby glaciers “have
relied on extrapolating site-specific measurements to
the entire region,” citing in support the studies of
Arendt et al. (2002), Meier and Dyurgerov (2002),
and Dyurgerov and Meier (2005).

Berthier et al. Say the “landmark study” of
Arendt et al. (2002) used laser altimetry to measure
elevation changes on 67 glaciers, but those glaciers
represented only 20 percent of the area of the ice
field. Therefore, in an attempt to expand the areal
coverage and overcome several other methodological
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deficiencies, Berthier et al. calculated ice elevation
changes for nearly three-quarters of the ice-covered
areas in the Alaskan glacier range by combining “a
comprehensive glacier inventory with elevation
changes derived from sequential digital elevation
models,” the first set having a median date of 1962
and the latter having a date of 2006.

Results indicated “between 1962 and 2006,
Alaskan glaciers lost 41.9 + 8.6 km® per year of
water, and contributed 0.12 + 0.02 mm per year to
sea-level rise,” which they note was 34 percent less
than estimated by Arendt et al. (2002) and Meier and
Dyurgerov (2002). In discussing this large difference,
they say the reasons for their lower values include
“the higher spatial resolution of [their] glacier
inventory as well as the reduction of ice thinning
underneath debris and at the glacier margins, which
were not resolved in earlier work.” Thus, in addition
to significantly revising what was previously believed
about the magnitude of ice wastage in Alaska and
northwest Canada in recent decades, Berthier et al.
say their results suggest “estimates of mass loss from
glaciers and ice caps in other mountain regions could
be subject to similar revisions.” This work calls into
serious question claims that Earth’s mountain glaciers
and ice caps are wasting away rapidly and thereby
contributing to global sea level rise.

As glacial melt supplies water that may cause sea-
level rise, measurement of that rise may be made by
means of its effect on coral reefs, the upper limit of
which is closely controlled by mean sea level.
“Accepting current IPCC scenarios of eustatic sea-
level rise,” Webb and Kench (2010) note, “it is
widely anticipated that low-lying reef islands will
become physically unstable and be unable to support
human populations over the coming century.” They
also write, “it is also widely perceived that island
erosion will become so widespread that entire atoll
nations will disappear, rendering their inhabitants
among the first environmental refugees of climate
change.”

To draw attention to this perceived threat,
members of the Maldives Cabinet donned scuba gear
on 17 October 2009 and used hand signals to conduct
business at an underwater meeting. During this
meeting they signed a document calling on all nations
to reduce their carbon emissions. However, Webb and
Kench’s study of this situation found the theatrics
were entirely unnecessary.

Webb and Kench examined the morphological
changes of 27 atoll islands located in the central
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Pacific in four atolls spanning 15 degrees of latitude
from Mokil atoll in the north (6°41.01’N) to Funafuti
in the south (8°30.59’S). They did this using
historical aerial photography and satellite images over
periods ranging from 19 to 61 years, during which
time interval they say instrumental records indicated a
rate of sea-level rise of 2.0 mm per year in the central
Pacific.

Based on their analysis, the two researchers—one
from Fiji and one from New Zealand—state, “there is
no evidence of large-scale reduction in island area
despite the upward trend in sea level” and the islands
“have predominantly been persistent or expanded in
area on atoll rims for the past 20 to 60 years.” More
specifically, they find 43 percent of the islands
“increased in area by more than 3% with the largest
increases of 30% on Betio (Tarawa atoll) and 28.3%
on Funamanu (Funafuti atoll).” The results of this
study, they observe, “contradict widespread
perceptions that all reef islands are eroding in
response to recent sea level rise.” Quite to the
contrary, the authors note, “reef islands are
geomorphically resilient landforms that thus far have
predominantly remained stable or grown in area over
the last 20-60 years” and, “given this positive trend,
reef islands may not disappear from atoll rims and
other coral reefs in the near-future as speculated.”

The views of the Maldives cabinet and its
supporters notwithstanding, it is evident from first
principles that on low-lying shorelines, an
incremental increase in sea level will most likely lead
to an expansion of reef area.

In a similar study of the Great Barrier Reef
(Australia), Dawson and Smithers (2010) note low-
lying reef islands are widely perceived to be
particularly sensitive to ongoing and projected sea-
level increases, but they add “a number of
geomorphologists have argued that rising sea levels
do not always cause reef islands to erode.” They state,
“a rise in sea level may promote reef island growth
by: i) increasing accommodation space for new
sediment; ii) reinvigorating carbonate production on
reef flats where further reef growth has been inhibited
by a stable sea level; and iii) increasing the efficiency
of waves to transport new and stored sediment to an
island depocentre (Hopley, 1993; Hopley et al., 2007;
Smithers et al., 2007; Woodroffe, 2007).”

Working on Raine Island (11°35°28”S,
144°02°17”E) at the northwest end of a planar reef on
the outer edge of Australia’s Great Barrier Reef—
one of the world’s most important nesting sites for
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marine turtles—Dawson and Smithers employed three
historic survey maps and five topographic survey
datasets of earlier researchers, supplementing them
with digital elevation data collected in 1998, 2006,
and 2007, to reconstruct a 40-year (1967-2007)
shoreline history of the island. The two Australian
researchers report their “detailed quantitative surveys
and analyses demonstrate that Raine Island increased
in area (~6%) and volume (~4%) between 1967 and
2007,” and that “in the 40 years between 1967 and
2007 Raine Island underwent a net accretion of
68,400 + 6,700 m*.”

In summing up their findings, Dawson and
Smithers write, “contrary to perceptions, Raine Island
did not erode but instead modestly accreted during the
40-year study period.” They therefore conclude,
“future management strategies of Raine Island and
other islands of the Great Barrier Reef should
recognize that perceptions of reef island erosion can
arise from large short-term seasonal and storm-
derived sediment redistribution from one part of the
island to another or to a temporary storage on the
adjacent reef flat” but these phenomena do not
necessarily lead to “a net permanent loss from the
island sediment budget.” Considering also the similar
findings of Webb and Kench (2010), it can therefore
be concluded that the most likely effect of a rising sea
level is to add to the area and volume of low-lying
reef islands.

Moving on to geophysical studies of sea-level
change, Quinn and Ponte (2010) write, “ocean mass,
together with steric sea level, are the key components
of total observed sea level change” and “monthly
observations from the Gravity Recovery and Climate
Experiment (GRACE) can provide estimates of the
ocean mass component of the sea level budget, but
full use of the data requires a detailed understanding
of its errors and biases.” This belief is true in
principle, but the complex operational corrections that
often need to be applied to spaceborne geophysical
datasets mean “at best, the determination and
attribution [in this way] of global-mean sea level
change lies at the very edge of knowledge and
technology” (Wunsch et al., 2007).

In an effort to provide some of that “detailed
understanding” of GRACE’s “errors and biases,”
Quinn and Ponte conduct what they describe as “a
detailed analysis of processing and post-processing
factors affecting GRACE estimates of ocean mass
trends,” by “comparing results from different data
centers and exploring a range of post-processing

filtering and modeling parameters, including the
effects of geocenter motion, PGR [postglacial
rebound], and atmospheric pressure.”

The two researchers report the mean ocean mass
trends they calculated ‘“vary quite dramatically
depending on which GRACE product is used, which
adjustments are applied, and how the data are
processed.” They state “the PGR adjustment ranges
from 1 to 2 mm/year, the geocenter adjustment may
have biases on the order of 0.2 mm/year, and the
atmospheric mass correction may have errors of up to
0.1 mm/year,” while “differences between GRACE
data centers are quite large, up to 1 mm/year, and
differences due to variations in the processing may be
up to 0.5 mm/year.”

In light of the fact that Quinn and Ponte indicate
“over the last century, the rate of sea level rise has
been only 1.7 £ 0.5 mm/year, based on tide gauge
reconstructions (Church and White, 2006),” it seems a
bit strange that one would question that result on the
basis of a GRACE-derived assessment, with its many
and potentially very large “errors and biases.” In
addition, as Ramillien et al. (2006) have noted, “the
GRACE data time series is still very short” and
results obtained from it “must be considered as
preliminary since we cannot exclude that apparent
trends [derived from it] only reflect inter-annual
fluctuations.” And as Quinn and Ponte also note,
“non-ocean signals, such as in the Indian Ocean due
to the 2004 Sumatran-Andean earthquake, and near
Greenland and West Antarctica due to land signal
leakage, can also corrupt the ocean trend estimates.”

Clearly, the GRACE approach to evaluating
ocean mass and sea level trends still has a long way to
go—and must develop a long history of data
acquisition—before it can be considered a reliable
means of providing assessments of ocean mass and
sea-level change accurate enough to detect an
anthropogenic signal that could be confidently
distinguished from natural variability.

Despite the inherent uncertainty of the results,
GRACE satellite data nonetheless have been used in
several studies to estimate sea-level rise and ice loss
due to global warming. A particularly confounding
factor in these studies is that continents and ocean
basins respond to past and recent mass loss or
additions by rising or sinking. Thus the surface of an
ice sheet could be rising due to Glacial Isostatic
Adjustment (GIA) even though it is currently losing
ice mass, or vice versa.
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Earlier studies have used an estimated GIA model
to adjust for this effect, but these models are not
independent of ice accumulation/loss rates. Wu et al.
(2010) used the alternative method of simultaneously
estimating GIA and present-day surface mass trend
(PDMT) for the globe. They use three sources of data:
GRACE data, ocean bottom pressure data from the Jet
Propulsion Laboratory, and the three-dimensional
surface velocities (from GPS data) of a network of
664 globally distributed sites, the goal being to obtain
with high accuracy global surface maps of both GIA
and PDMT.

The most prominent result of this analysis is a
reduction by about a factor of two in the estimate of
current rates of ice loss for Greenland and Antarctica
compared to previous GRACE estimates based on the
a priori GIA model, due partly to clear evidence for
ice accumulation in the interior of Greenland
(accompanied by ice loss around the margins of
Greenland). Parts of West Antarctica also show rapid
loss and others rapid gain of ice mass, while East
Antarctica seems relatively stable. The current (2002—
2008) global non-steric (not due to ocean warming
and water expansion) sea-level rise attributable to ice
mass loss is estimated in the study to be 0.54 mm/yr
(about 2 inches per century). This suggests almost
none of the ongoing background sea-level rise of
about 1.7 mm/yr, as measured by tide gauges
worldwide, is due to glacial ice loss.

That sea level has been rising gently for the past
100+ years has been demonstrated by numerous real-
world measurements and observations. An important
open question, however, is whether the rate of rise has
accelerated in recent decades, because an acceleration
is implied by greenhouse theory.

Normally, the approach to answering such a
guestion would be to turn to measurements of the
phenomenon, but in the case of sea-level rise, there is
a major problem in that tide gauge stations rise or fall
as the land they sit on rises or falls, thereby
confounding the data. In addition, newer satellite
measurements do not extend very far back in time.
Wenzel and Schroter (2010) adopt a novel technique
in order to attempt to overcome these issues: They use
neural nets for infilling of missing data at individual
stations and for estimating weights for individual
gauges.

Using 56 stations with at least 50 years of data
each, these authors adjusted the data before use by
correcting it for land movement up or down. The
training data for the neural net were three sets of
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altimetry data for recent decades, and all three results
were shown. By basin, they indicated no net trend for
the South Atlantic and tropical Indian Oceans, and a
net decline in sea level for the Southern Indian Ocean.
The Pacific Ocean showed an approximate 70-year
oscillation in sea level that correlates (with lag) with
the Pacific Decadal Oscillation (PDO), while the
Atlantic showed cycles of 23 and 65 years. Overall,
ocean basin changes showed correlations with the
PDO and Southern Annular Mode indices, with lags.
Wenzel and Schroter say this work—along with the
clear annual cycles in sea level they discern—shows
their final result correctly reflects the effects of water
temperature on sea level.

For the globe as a whole, the two researchers
found a linear upward sea-level trend of 1.56
mm/year, with no sign of acceleration in recent
decades. This result is consistent with previous tide
gauge estimates, but only about one-half of the value
used by the IPCC, and if the rate of rise continued it
would produce about one-half foot of sea level rise
over the next century. These results agree with those
of Hagedoorn et al. (2007) of 1.46 mm/year and
Woppelmann et al. (2009) of 1.61 mm/year, as well
as several other recent studies that give only slightly
higher values around 1.7-1.8 mm/year.

It would appear careful analyses of tide gauge
records by multiple teams do not show the
acceleration of sea-level rise proposed by the IPCC.

This result notwithstanding, Rahmstorf (2007)
has proposed the existence of “a linear relationship
between the rate of global mean sea-level rise and the
global mean near-surface air temperature deviations,”
which he claims can be “calibrated with observed
data, thus incorporating in a somewhat realistic and
condensed manner all known and unknown
mechanisms modulating the global sea-level height.”
The concept sounds reasonable, but does it work? In
an intriguing study published in Ocean Dynamics,
von Storch et al. (2008) find it does not.

One way of addressing Rahmstorf’s assertions—
which von Storch et al. employ—is “to test the
statistical methods in the virtual reality produced in
simulations with state-of-the-art climate models.”
Following that strategy, these authors examined
“several hypotheses concerning the relationship
between global mean sea level and other thermal
surface variables in a long climate simulation of the
past millennium with the climate model ECHO-G
driven by estimations of past greenhouse gas,
volcanic and solar forcing.”
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The three researchers report the linear link
between global mean temperature and the rate of
change of global mean sea level proposed by
Rahmstorf “turned out to be not reliable over the full
time period.” They continue, “instead, for some
periods, even inverse relationships were found to
describe the simulated data best.” Likewise, they state
the second predictor—the rate of change of
temperature—-“did not show markedly better results.”
For both predictors, they report, “there exist periods
in the simulation where the prediction errors are very
large.”

In discussing their own findings, von Storch et al.
acknowledge the type of test they performed in the
“virtual reality” produced by climate models “cannot
prove whether a certain hypothesis, in this case the
different statistical relationships, will hold in the real
world.” However, they continue, “they can be used to
falsify a particular hypothesis,” noting “if it is not
fulfilled in a simple virtual reality, it will probably
also fail in a more complex real world.”

The IPCC should therefore take note: There is
currently no known way to predict with any
reasonable and demonstrable degree of confidence
what mean global sea level will do over the twenty-
first century, even if mean global air temperature
begins to rise once again.

Another attempt to assess the global sea-level
change “budget” was made by Leuliette and Miller
(2009). They assert, “Global mean sea level change
results from two major processes that alter the total
volume of the ocean.” These processes are (1)
changes in total heat content and salinity, which
produce density or steric changes and (2) the
exchange of water between the oceans and other
reservoirs (such as glaciers, ice caps, and ice sheets,
plus land-based liquid water reservoirs), which result
in mass variations. In regard to these several
components, they note that although satellite radar
altimeters have provided global observations since the
early 1990s, only since 2002 have satellite gravity
observations allowed for global estimates of mass
variations, and not until 2007 did the Argo Project
achieve its goal of 3,000 floats measuring truly global
steric changes.

Using appropriate data to ascertain whether the
sum of global steric and global mass contributions to
global sea-level rise were indeed equal to the
observed global sea-level rise (within the error
bounds of each side of the equation), two prior
attempts to close the global sea-level-rise budget were

performed by Lombard et al. (2007) and Willis et al.
(2008). Both of these attempts were unsuccessful.
Consequently, and with a little more data, Leuliette
and Miller attempted to obtain closure (and, therefore,
greater confidence in the final result) one more time.

The two U.S. researchers state their “new analysis
of the sea level rise budget for the period January
2004 to December 2007 used corrected Jason-1 and
Envisat altimetry observations of total sea level,
improved upper ocean steric sea level [data] from the
Argo array, and ocean mass variations inferred from
GRACE gravity mission observations.” This effort
yielded success, as they closed the global sea-level-
rise budget by finding that the sum of steric sea level
and ocean mass components had a trend of 1.5 £ 1.0
mm/year over the period of their analysis, which they
state is “in agreement with the total sea level rise
observed by either Jason-1 (2.4 + 1.1 mm/year) or
Envisat (2.7 £ 1.5 mm/year) within a 95% confidence
interval.”

Of course, there is still the question of which of
the three mean results lies closest to the truth, which
is of great importance given that the last of the three
results is fully 80 percent greater than the first. In this
regard, Woppelmann et al. (2009) recently obtained a
result of 1.58 =+ 0.03 mm/year by analyzing GPS
observations from a global network of 227 stations
over the period January 1997 to November 2006, and
they cite a result of 1.7 mm/year obtained by both
Church and White (2006) and Holgate (2007).

We draw attention a second time to the wise
caution of Wunsch et al. (2007) that “at best, the
determination and attribution of global-mean sea level
change lies at the very edge of knowledge and
technology.” Nonetheless, it would appear researchers
are gradually closing in on the truth, which is that we
have yet to see any of the catastrophic sea-level rise
predicted by the IPCC.

It is, of course, a truism that highly accurate
measurements of historic and modern sea-level
change have no particular value in their own right but
only when they are considered in the proper context
of sea-level change over geological time. Knowledge
about changes in past (pre-instrumental) sea level
comes from measurements of geological proxies and
is abundant around the world. Members of the PALeo
SEA Level Working Group (PALSEA 2009) recently
looked to some of these records of past sea-level
change in order to identify the natural contextual
limits (both high and low) within which future sea-
level rise will occur.
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Starting with the IPCC’s most recent estimate that
global warming of somewhere between 1.1 and 6.3°C
will occur in the twenty-first century, the PALSEA
group writes, “the last time that a global warming of
comparable magnitude occurred was during the
termination of the last glacial period,” which
consisted of “a series of short, sharp steps on
millennial to centennial timescales.” Hence they
looked at what is known about sea-level change
during the Bolling-Allerod and post-Younger
Dryas/early Holocene periods, noting “the magnitude
and rate of warming during these periods are most
closely analogous to the magnitude and rate of
anthropogenic warming [that is predicted to occur]
over the coming centuries.” This comparison
immediately rules out any type of exponentially
increasing sea-level response, pointing more toward
an asymptotic response where the sea-level rise is
high initially but gradually levels off.

For even greater realism, the PALSEA team next
turned to warm periods of the Holocene, since they
assert the Earth is now at a much higher “starting”
temperature than during the termination of the last
great ice age. (This somewhat strange belief conflicts
with the gently declining Holocene temperatures
recorded in both Greenland and Antarctic ice cores.)
Considering what is known about eustatic sea level
between 9 and 8.5 ka BP and between 7.6 and 6.8 ka
BP (increases of 1.3 and 0.7 m per century,
respectively), the PALSEA scientists state, a “rapid
demise of ice sheets in a climate similar to today is
certainly a possibility,” but “an improved
understanding of ice sheet dynamics is required
before one can conclude that the Greenland or West
Antarctic ice sheets will behave in a similar fashion in
the future.”

Turning finally to previous interglacials, the 32-
member research group notes some studies have
placed peak sea levels during the last interglacial
period somewhere in the range of 3-6 m above
modern sea level about 126 ka BP, but only “several
thousand years after proxy records of temperature
reached interglacial levels.”

In considering all of the above lines of argument,
the PALSEA scientists conclude, “using palaeo-data
and direct observations, it is possible to put loose
limits on just how rapidly we might expect sea-level
rise to occur over the next century” if the worst-case
warming scenario of the IPCC were actually to occur.
PALSEA places the projected rise somewhere
between the lower limit of twentieth-century sea-level
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rise (0.12 m per century) and the sea-level rise at the
conclusion of the termination of the last glacial period
(1 m per century). Interestingly, this range
significantly exceeds (at the high end) that reported in
the IPCC’s Fourth Assessment Report (-0.01 to 0.17
m over the current century); but it is still a far cry
from the multiple “meters” suggested by some
commentators.
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4.2.2. Ocean Heat

The Earth’s climate is not controlled solely by the
atmosphere but instead to a large degree by the heat
store represented by the ocean, which has a 3,300
times greater heat capacity than the atmosphere.
Furthermore, with a global circulation time of roughly
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1,000 years, compared with one year for the
atmosphere, changes in ocean heat release or uptake
operate over the longer multidecadal, centennial, and
millennial time scales associated with climate (as
opposed to weather) change.

Despite its critical importance for climatic
studies, we have a poor record of ocean heat
observations, and it is only since the inception in
2004 of the ARGO global network of more than
3,000 drifting and diving ocean probes that we have
an adequate estimate of ocean temperatures and heat
budget. Though ARGO data are in their infancy and
still subject to adjustment for errors, early indications
are that the oceans are currently cooling (Loehle,
2009).

In an important paper, Shaviv (2008) has
explored some of the key issues relating to change in
ocean heat as a driver of climate change, particularly
in response to solar variations. As background,
Shaviv writes, “climatic variations synchronized with
solar variations do exist, whether over the solar cycle
or over longer time-scales,” citing numerous
references in support of this fact. However, many
scientists decline to accept the logical derivative of
this fact: that solar variations are driving climate
changes. Their prime objection is that measured or
reconstructed variations in total solar irradiance seem
too small to be capable of producing observed climate
change.

One way of resolving this dilemma would be to
discover some amplification mechanism, but most
attempts to identify one have been fraught with
difficulty and met with much criticism. In his 2008
paper, however, Shaviv makes a good case for the
existence of such an amplifier, as well as providing a
potential mechanism that might fill that role.

Specifically, Shaviv’s study aimed to “use the
oceans as a calorimeter to measure the radiative
forcing variations associated with the solar cycle” via
“the study of three independent records: the net heat
flux into the oceans over 5 decades, the sea-level
change rate based on tide gauge records over the 20th
century, and the sea-surface temperature variations,”
each of which can be used “to consistently derive the
same oceanic heat flux.”

In pursuing this logic, Shaviv demonstrated
“there are large variations in the oceanic heat content
together with the 11-year solar cycle.” In addition, he
reports the three independent datasets “consistently
show that the oceans absorb and emit an order of
magnitude more heat than could be expected from
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just the variations in the total solar irradiance,” thus
“implying,” as he describes it, “the necessary
existence of an amplification mechanism, although
without pointing to which one.”

Finding it difficult to resist pointing, however,
Shaviv acknowledges his affinity for the solar-wind
modulated cosmic ray flux (CRF) hypothesis, which
was suggested by Ney (1959), discussed by
Dickinson (1975), and championed by Svensmark
(1998). Based on “correlations between CRF
variations and cloud cover, correlations between non-
solar CRF variations and temperature over geological
timescales, as well as experimental results showing
that the formation of small condensation nuclei could
be bottlenecked by the number density of atmospheric
ions,” this concept, according to Shaviv, “predicts the
correct radiation imbalance observed in the cloud
cover variations” that are needed to produce the
magnitude of the net heat flux into the oceans
associated with the 11-year solar cycle. Shaviv thus
concludes the solar-wind modulated CRF hypothesis
is “a favorable candidate” as the primary instigator of
many climatic phenomena.
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4.2.3. Ocean Circulation

The global thermohaline system of circulation of
ocean currents, also sometimes called the meridional
overturning circulation, provides links for the transfer
of heat across, between, and vertically through ocean
basins, with complete mixing taking up to 1,000 years
and more. Physical forcing of the system is provided
by the westerly wind belts of the southern circum-
Antarctic Ocean and by the sinking of dense, saline
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water in the North Atlantic Ocean. Past changes in the
flow of this ocean circulation system can be shown to
be linked to major climate change; for example, flow
speeds of the cold-water Pacific Deep Western
Boundary Current increased during past glacial
periods (Hall et al., 2001). The IPCC, noting such
facts, therefore argues global warming will change
the speed of ocean circulation phenomena such as the
Gulf Stream in ways that will make the world’s
climate less hospitable.

In setting out to assess this argument, Baehr et al.
(2007) investigated how quickly changes in the North
Atlantic meridional overturning circulation (MOC)
could be detected by projecting simulated
observations onto a time-independent spatial pattern
of natural variability, which was derived by
regressing the zonal density gradient along 26°N
against the strength of the MOC at 26°N within a
model-based control climate simulation, which
pattern was compared against observed anomalies
found between the 1957 and 2004 hydrographic
occupations of this latitudinal section.

Looking to the future, this exercise revealed that
Atlantic MOC changes could likely be detected with
95 percent reliability after about 30 years, using
continuous observations of zonal density gradients
that can be obtained from a recently deployed
monitoring array. Looking to the past, they report,
“for the five hydrographic occupations of the 26°N
transect, none of the analyzed depth ranges shows a
significant trend between 1957 and 2004, implying
that there was no MOC trend over the past 50 years.”
The finding is significant because to this point in
time, over which the IPCC claims the Earth has
warmed at a rate and to a level of warmth that is
unprecedented over the past two millennia, there has
been no observable change in the rate of the North
Atlantic MOC, suggesting either the IPCC is
significantly in error in its characterization of Earth’s
current level of warmth or the North Atlantic MOC is
not nearly as sensitive to global warming as many
climate models employed by the IPCC have
suggested it is.

Since Baehr et al. (2007) have used real-world
hydrographic transect data to demonstrate “there was
no MOC trend over the past 50 years,” we will
probably have more time to prepare for any
undesirable consequences of a drastic decline in the
Atlantic MOC than did the unfortunate folks in the
non-award-winning film The Day After Tomorrow.

In a second paper addressing North Atlantic deep
water formation and circulation, Vage et al. (2008)
write, “in response to global warming, most climate
models predict a decline in the Meridional
Overturning Circulation, often due to a reduction of
Labrador Sea Water” (which is produced in the
Labrador and Irminger Seas of the North Atlantic
Ocean), noting further, “since the mid-1990s,
convection in the Labrador Sea has been shallow—
and at times nearly absent.”

This confluence of observations might be
interpreted as strengthening claims of an impending
climatic disaster. However, Vage et al. document “the
return of deep convection to the subpolar gyre in both
the Labrador and Irminger seas in the winter of 2007-
2008,” using “profiling float data from the Argo
program to document deep mixing” as well as “a
variety of in situ, satellite and reanalysis data” to
provide context for the phenomenon.

The Canadian, Danish, French, and U.S. scientists
observed winter mixing to depths of 1,800 m in the
Labrador Sea, 1,000 m in the Irminger Sea, and 1,600
m south of Greenland, whereas base-period (the
winters of 2001-2006) mixing depths are less than
1,000 m. They also determined, via analyses of heat
flux components, “the main cause of the enhanced
heat flux was unusually cold air temperatures during
[the 2007-2008] winter.”

More specifically, the scientists tell us, “the air
temperature recorded at the Prins Christian Sund
meteorological station near Cape Farewell was 2.8°C
colder in the winter of 2007-2008 than the
corresponding mean of the base period.” Furthermore,
they say the cooling was “not a local phenomenon,”
noting “the global temperature dropped 0.45°C
between the winters of 2006-2007 and 2007-2008”
and that across northern North America “the mean
winter temperature was more than 3°C colder.” In
addition, they report “storm tracks, the flux of
freshwater to the Labrador Sea and the distribution of
pack ice all contributed to an enhanced flux of heat
from the sea to the air, making the surface water
sufficiently cold and dense to initiate deep
convection.” This phenomenon was aided by “very
strong westerly winds off the Labrador ice edge” that
“boosted the advection of cold air towards the region
of deep convection,” thereby providing a sort of
perfect storm situation in which everything came
together to create an oceanic overturning the likes of
which had not been seen since the late 1980s to early
1990s.
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In the words of the nine scientists of the research
team, “the return of deep convection to the Labrador
and Irminger seas in the winter of 2007-2008 was a
surprise.” One reason for this reaction, as they
describe it, was that “contrary to expectations the
transition to a convective state took place abruptly,
without going through a phase of preconditioning.”
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4.3. Precipitation

4.3.1. Rainfall

The IPCC contends extreme weather events of all
types should become both more frequent and more
intense when the world warms. It claims this is
particularly true with respect to events having to do
with rainfall. Others follow suit. For example, in their
popular book Dire Predictions: Understanding
Global Warming— subtitled “The Illustrated Guide to
the Findings of the IPCC”—Mann and Kump (2008)
write that as temperatures rise “increases are to be
expected in the frequency of very intense rainfall
events” and “individual storms will be associated with
more severe downpours ... due to the greater amount
of water vapor that a warmer atmosphere can hold.”
But have such things actually been happening in the
real world? This is an especially testable proposition
in light of the global warming of the last two decades
of the twentieth century, which the IPCC describes as
having been unprecedented over the past one to two
millennia.
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Giambelluca et al. (2008) have reported Hawaii
warmed recently at a rate of 0.163°C per decade. In a
study designed to assess whether this warming caused
additional rainfall in Hawaii, Chu et al. (2010) write,
“for the first time, five climate change indices for
extreme precipitation (four related to wetness and one
related to dryness) in Hawaii have been calculated,”
based on “daily observational records from the 1950s
to 2007.” These specific indices are (1) the simple
daily intensity index, (2) the total number of days
with precipitation >254 mm, (3) the annual
maximum consecutive five-day precipitation amount,
(4) the fraction of annual total precipitation from
events exceeding the 1961-1990 95th percentile, and
(5) the number of consecutive dry days.

The three University of Hawaii at Manoa
scientists determined that “since the 1980s, there has
been a change in the types of precipitation intensity,
resulting in more frequent light precipitation and less
frequent moderate and heavy precipitation intensity,”
as well as a “shorter annual number of days with
intense precipitation and smaller consecutive 5-day
precipitation amounts and smaller fraction of annual
precipitation due to events exceeding the 1961-1990
95th percentile in the recent epoch [1980-2007]
relative to the first epoch [1950-1979].” They add,
“long-term upward trends are observed for
consecutive dry days.” Thus, Chu et al. show that not
only were the excess precipitation predictions of the
IPCC not realized throughout the Hawaiian Islands,
but in fact just the opposite occurred there.

In a parallel analysis of rainfall patterns in
Southern Italy, but over a longer time period, Diodato
et al.(2008) studied “Calore River Basin (South Italy)
erosive rainfall using data from 425-year-long series
of both observations (1922-2004) and proxy-based
reconstructions (1580-1921).” The more recent of the
two series was based on a scheme that employed the
Revised Universal Soil Loss Equation, and
documentary descriptions provided the basis for the
earlier series.

The authors report the climate history of the
Calore River Basin shows pronounced interdecadal
variations, with multidecadal erosivity reflecting the
mixed population of thermo-convective and cyclonic
rainstorms with large anomalies, and they note “the
so-called Little Ice Age (16th to mid-19th centuries)
was identified as the stormiest period, with mixed
rainstorm types and high frequency of floods and
erosive rainfall.”
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In the concluding section of their paper, the three
researchers write, “in recent years, climate change
(generally assumed as synonymous with global
warming) has become a global concern and is widely
reported in the media.” One of the chief concerns is
that extreme weather phenomena, such as droughts
and floods, will become both more frequent and more
severe as the planet warms. According to Diodato et
al., however, the real world data they studied indicate
“climate in the Calore River Basin has been largely
characterized by naturally occurring weather
anomalies in past centuries (long before industrial
CO, emissions), not only in recent years.”

In a geomorphological study, Stankoviansky
(2003), working in the Myjava Hill Land of Slovakia
(in the western part of the country, near the Czech
Republic border), employed topographical maps and
aerial photographs, field geomorphic investigation,
and the study of historical documents from local
municipal and church sources to determine the spatial
distribution of gully landforms and trace the history
of their development.

Stankoviansky’s results indicate “the central part
of the area, settled between the second half of the
16th and the beginning of the 19th centuries, was
affected by gully formation in two periods, the first
between the end of the 16th century and the 1730s
and the second roughly between the 1780s and
1840s.” He infers the gullies were formed “during
periods of extensive forest clearance and expansion of
farmland,” but “the triggering mechanism of gullying
was extreme rainfalls during the Little Ice Age.”
More specifically, he writes, “the gullies were formed
relatively quickly by repeated incision of ephemeral
flows concentrated during extreme rainfall events,
which were clustered in periods that correspond with
known climatic fluctuations during the Little Ice
Age.” Subsequently, from the mid-nineteenth century
to the present, he reports, “there has been a decrease
in gully growth because of the afforestation of gullies
and especially climatic improvements since the
termination of the Little Ice Age.”

Stankoviansky’s observations suggest extreme
and destructive rainfall events were much more
common throughout the Myjava Hill Land of
Slovakia during the Little Ice Age than in the
centuries since. This view, in his words (and in many
references he cites), “is often regarded as generally
valid for Central Europe.”

The Tibetan Plateau, sometimes termed the “roof
of the world,” also has been called the “world’s water

tower” because of the strong influence it exerts on
northern hemisphere mid-latitude moisture,
precipitation, and runoff. In a recent study, Xu et al.
(2008) analyzed 50 years (1957-2006) of upper-air
Chinese radiosonde observations along with
concomitant surface air temperature and precipitation
data.

The results indicate that in the summer half of the
year, “the Tibetan Plateau acts as a strong ‘dynamic
pump’ [that] continuously attracts moist air from the
low-latitude oceans.” When reaching the plateau,
some of these flows rise along its south side and
cause “frequent convections and precipitations,”
which feed its mid- and low-latitude glaciers,
snowpacks, and lakes, from whence originate many of
Asia’s major rivers. This flow system constitutes “the
largest river runoff from any single location in the
world.” In further analysis of their datasets, the four
researchers found “recent warming in the plateau
started in the early 1970s, while the water vapor
content showed an upward trend in the early 1980s
and continues to the present time,” a pattern similar to
that found in the annual precipitation data.

Xu et al. write their findings “suggest several
possible consequences.” First, they note, “owing to
the combined effect of the rapid melting of glaciers
and increased precipitation in the Tibetan Plateau due
to global warming, the downstream transport of water
from the Tibetan water tower would increase in
volume,” and “this may cause an increase in severe
flooding problems for countries along the major rivers
that discharge this water.” Alternatively, “the rapid
retreat of glaciers over the plateau’s mountains may
pose a serious socio-economical issue for the water
resources that feed 40% of the world’s population.” A
third scenario, which seems more likely in view of Xu
et al.’s results, is that, as these authors describe it,
“the increased atmospheric [moisture] supply may
alleviate the problem of rapid depletion of water
resources arising from the melting of glaciers.” This
more optimistic view is perhaps akin to seeing
doomsday on the left and doomsday on the right, but
salvation in the middle.

Over a longer period, a climate history for the
Tibetan Plateau for the past 1,700 years has been
developed by Zhao et al. (2009). These authors
studied carbonate percentages and ostracode
abundances in sediment cores from Hurleg Lake, in
the arid Qaidam Basin of the Northeast Tibetan
Plateau. They compared their lacustrine history with a
contemporaneous  history of tree-ring-derived
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precipitation over nearby mountainous terrain, as well
as with changes in solar activity manifest in solar
proxy residual A*C data.

Zhao et al. discovered “carbonate percentage and
ostracode abundance show a consistent pattern with
~200-year moisture oscillations during the last 1000
years.” In addition, the moisture pattern in the
Qaidam Basin being “in opposite relation to tree-ring-
based monsoon precipitations in the surrounding
mountains” suggested “that topography may be
important in controlling regional moisture patterns as
mediated by rising and subsiding air masses in this
topographically-complex  region.”  Cross-spectral
analysis between their moisture proxies and the solar
activity proxy “shows high coherence at the ~200-
year periodicity which is similar to Chinese monsoon
intensity records, implying the possible solar forcing
of moisture oscillations in the NE Tibetan Plateau.”

These findings provide another example of
cyclical solar activity controlling parallel precipitation
cycles. In the words of the researchers, “higher solar
output corresponds to a stronger monsoon, which
intensifies the uplift of air mass on the high Tibetan
Plateau and strengthens the subsidence of air mass
over the Qaidam Basin,” while “the reverse is true
during the period of lower solar output.” They
conclude, “high solar activity is correlated with dry
climate in the Qaidam Basin and increased
precipitation in monsoonal areas.” This does not leave
a lot of room for CO, to control precipitation in this
important part of the world.

Lastly, Kim et al. (2009) analyzed a 200-year
history of precipitation measured at Seoul, Korea
(1807 to 2006). This study is highly relevant to the
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common allegation that droughts and floods will
become more frequent or severe because of global
warming. One important way to test this prediction is
to study precipitation over the period of time when
the planet transited from what was one of the coldest
intervals of the current interglacial period (the Little
Ice Age) to the end of the twentieth century.

Kim et al. use “progressive methods for assessing
drought severity from diverse points of view,”
starting with (1) the Effective Drought Index (EDI)
developed by Byun and Wilhite (1999), which Kim et
al. describe as “an intensive measure that considers
daily water accumulation with a weighting function
for time passage,” (2) a Corrected EDI that “considers
the rapid runoff of water resources after heavy
rainfall” (CEDI), (3) an Accumulated EDI that
“considers the drought severity and duration of
individual drought events” (AEDI), and finally (4) a
year-accumulated negative EDI “representing annual
drought severity” (YAEDI).

The researchers’ precipitation history and two of
their drought severity histories are presented, in that
order, in Figures 4.3.1 and 4.3.2.

It is obvious from these results that the only
major deviation from long-term normality is the
decadal-scale decrease in precipitation and ensuing
drought, with both phenomena achieving their most
extreme values (low in the case of precipitation, high
in the case of drought) around AD 1900. Hence, it is
very clear that the significant post-Little Ice Age
warming of the planet had essentially no effect on the
long-term histories of either precipitation or drought
at Seoul, Korea. Similar results are known from
around the world.
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Figure 4.3.1. Annual precipitation history at Seoul, Korea, where the solid line represents a thirty-year
moving-average. Adapted from Kim et al. (2009).
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Figure 4.3.2. Annual “dryness” history at Seoul, Korea, represented by YAEDI365 (sum of daily
negative EDI values divided by 365, represented by bars) and YAEDIND (sum of daily negative EDI
values divided by total days of negative EDI, represented by open circles). Adapted from Kim et al.
(2009).
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4.3.2. Snow

In their analysis of the record of snow avalanches
from the French Alps, Eckert et al. (2010) comment,
“understanding the response of dangerous natural
phenomena to variations in  corresponding
constraining factors can reveal signals of climate
change.” They add, “since snow avalanches are
mainly governed by temperature fluctuations, heavy
precipitation and wind regimes, they are likely to be
strongly influenced by climatic fluctuations.” This
reasoning is similar to that used by the IPCC.

Eckert et al. compared several different ways of
analyzing snow avalanche data contained in the
Enquete Permanente sur les Avalanches—EPA,
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which they say “is a chronicle describing the
avalanche events on approximately 5,000 determined
paths in the French Alps and the Pyrenees.”

The four researchers report finding “no strong
modifications in mean avalanche activity or in the
number of winters of low or high activity over the last
60 years,” and they point out “a similar result was
obtained for Switzerland over the second half of the
twentieth century by Laternser and Schneebeli (2002)
using avalanche indexes and comparison with
meteorological data.” Eckert et al. also report
“Schneebeli et al. (1997) and Bader and Kunz (2000)
have seen no change in extreme snowfalls and in the
associated number of catastrophic avalanches around
Davos, Switzerland during the twentieth century,”
and “in the Maurienne Valley in France, Jomelli et al.
(2007) found no correlation between the fluctuations
in avalanche activity between 1978 and 2003 and
large-scale atmospheric patterns.” And in one final
study, which had a slightly different result, they note
Jomelli and Pech (2004) “suggest that at low
altitudes, avalanche magnitude has declined since
1650 in the Massif des Ecrins in the French Alps.”

After considering all they learned from their
many analyses and comprehensive review of the work
of other scientists, Eckert et al. concluded “climate
change has recently had little impact on the
avalanching rhythm in this region.”

Analyzing a slightly longer record from the
Unites States, this time of annual snowfall, and based
on the dataset described by Kunkel et al. (2009a),
Kunkel et al. (2009b) wused 440 long-term,
homogeneous snowfall records to examine “temporal
variability in the occurrence of the most extreme
snowfall years, both those with abundant snowfall
amounts and those lacking snowfall” (defined as the
highest and lowest tenth percentile winter snow
amounts). The analyzed data came from the
conterminous United States over the 107-year period
from 190001 to 2006-07.

Kunkel et al. (2009b) found there were “large
decreases in the frequency of low-extreme snowfall
years in the west north-central and east north-central
United States,” but they were “balanced by large
increases in the frequency of low-extreme snowfall
years in the Northeast, Southeast and Northwest.” All
in all, therefore, Kunkel et al. determined “the area-
weighted conterminous United States results do not
show a statistically significant trend in the occurrence
of either high or low snowfall years for the 107-year
period.”
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Kilpelainen et al. (2010) report on the degree to
which Finnish forests are damaged by snow load on
their branches. They write, “within Europe’s forests,
snow-induced damage”—due to ‘“‘accumulation of
snow load on tree branches”—“has accounted for a
mean annual amount of almost one million cubic
meters of damaged wood in managed forests over the
period 1950-2000.” The damage that occurs is
primarily to “stem breakage or bending when the soil
is frozen,” although Kilpelainen et al. also point out
“trees can also be uprooted if the soil is not frozen”
and damage “by insects or fungal attacks are also
common in trees suffering from snow damage.”

To calculate risk of show-induced damage,
Kilpelainen et al. employed a snow accumulation
model in which cumulative precipitation, air
temperature, and wind speed were derived from the
A2 scenario of the FINADAPT project (Ruosteenoja
et al., 2005), where the air’s CO, concentration was
estimated to rise to 840 ppm by 2100 and mean air
temperatures were projected to increase by almost
4°C in summer and more than 6°C in winter. The
model was first tested and trained using real-world
data obtained by the Finnish Meteorological Institute
(Venalainen et al., 2005) for the 30-year baseline
period of 1961-1990.

Defining the risk of snow-induced forest damage
as proportional to the number of days per year when
the accumulated amount of snow exceeds 20 kg m?,
the six scientists calculated the mean annual number
of risk days in Finland declined by 11 percent, 23
percent, and 56 percent relative to the 1961-1990
baseline period for the first, second, and third 30-day
simulation periods they modeled (1991-2020, 2021
2050, and 2070-2099), respectively. For the most
hazardous areas of northwest and northeast Finland
they also report “the number of risk days decreased
from the baseline period of over 30 days to about 8
days per year at the end of the century,” which
represents a warming-induced decrease in risk of
snow damage to forests on the order of 75 percent.

In another study, from Northern China, Peng et
al. (2010) used snow-depth measurements collected at
279 meteorological stations, plus colocated satellite-
derived Normalized Difference Vegetation Index
(NDVI) data, to investigate spatio-temporal changes
in snow depth over the period 1980-2006, and to
analyze the effects of those changes on vegetative
growth during the following spring and summer.

The five researchers report “over the past three
decades, winter snow depth overall increased in

northern China, particularly in the most arid and
semiarid regions of western China where desert and
grassland are mainly distributed.” Peng et al. report
that in these specific areas, positive correlations
existed between mean winter snow depth and spring
NDVI data. In addition, they note Piao et al. (2005)
determined the net primary productivity of the same
desert and grasslands during 1982-1999 “increased
by 1.6% per year and 1.1% per year, respectively”
and that “desertification has been reversed in some
areas of western China since the 1980s,” citing
Runnstrom (2000), Wu (2001), Zhang et al. (2003),
and Piao et al. (2005).

Discussing the implications of their findings,
Peng et al. note the “increase in vegetation coverage
in arid and semiarid regions of China, possibly driven
by winter snow, will likely restore soil and enhance
its antiwind-erosion ability, reducing the possibility of
released dust and mitigating sand-dust storms.” They
note, further, that the frequency of sand-dust storms
has indeed “declined in China since the early 1980s
(Qian et al., 2002; Zhao et al., 2004).”

Thus, as the world has warmed over the past three
decades, the concomitant climatic change across
China above 40°N latitude has been an increase in
winter snow depth that, in turn, promoted increased
vegetative growth in desert areas and grasslands and
resulted in a reduction in sand-dust storms. These
three climate-related changes would be recognized by
most rational people as environmentally positive
developments.
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4.3.3. Monsoon

Bombardi and Carvalho (2009) evaluated the ability
of ten IPCC global coupled climate models (with
distinct physics and resolutions) to simulate
characteristics of the real-world South American
Monsoon System (SAMS). For comparison with
model outputs, they used real-world data pertaining to
the onset, end, and total rainfall of SAMS, as
characterized by precipitation data for the period
1979-2006, which they derived from the Global
Precipitation Climatology Project.

Bombardi and Carvalho report that over northern
South America the annual precipitation cycle “is
poorly represented by most models.” More
specifically, they found “most models tend to
underestimate precipitation during the peak of the
rainy season.” They attribute the lack of success of
their model runs to “the misrepresentation of the
Inter-Tropical Convergence Zone and its seasonal
cycle,” noting also that “poor representation of the
total monsoonal precipitation over the Amazon and
northeast Brazil is observed in a large majority of the
models.” Finally, they note, “simulations of the total
seasonal precipitation, onset and end of the rainy
season diverge among models and are notoriously
unrealistic over [the] north and northwest Amazon for
most models.”

This is another demonstration of the failure of
computer-model output to correspond to real-world
data, giving little confidence in the models’ ability to
correctly simulate future climatic trends.

Reference

Bombardi, R.J. and Carvalho, L.M.V. 2009. IPCC global
coupled model simulations of the South America monsoon
system. Climate Dynamics 33: 893-916.



Observations/Projections: Cryosphere, Ocean Dynamics, Hydrology

4.3.4. Evaporation

Climate scientists have a particular interest in the
process of evaporation, because evaporation is the
primary source of atmospheric water vapor, a
powerful greenhouse gas.

Recognizing the importance of near-surface wind
speed for evaporation, McVicar et al. (2010) note “the
occurrence of widespread declining trends of wind
speed measured by terrestrial anemometers at many
mid-latitude sites over the last 30-50 years,” citing
papers by Roderick et al. (2007), McVicar et al.
(2008), Pryor et al. (2009), and Jiang et al. (2010) in
support.

McVicar et al. assert that this “stilling,” as it has
come to be called, is “a key factor in reducing
atmospheric evaporative demand,” which drives
actual evapotranspiration when water availability is
not limited, as in the case of lakes and rivers. In
addition, they note (1) near-surface wind speed (u)
nearly always increases as land-surface elevation (z)
increases (as demonstrated by McVicar et al., 2007),
(2) increasing wind speeds lead to increases in
atmospheric evaporative demand, and (3) decreasing
wind speeds do the opposite.

All of these changes are significant to people
dependent on water resources derived from
mountainous headwater catchments. It would
therefore be advantageous to learn how this latter
phenomenon (the change in near-surface wind speed
with ground elevation) might have varied over the last
few decades of global warming, because, as the
authors point out, “over half the global population
live in catchments with rivers originating in
mountainous regions (Beniston, 2005), with this
water supporting about 25% of the global gross
domestic product (Barnett et al., 2005).”

Defining u, as change in wind speed with change
in elevation—u, = Au/Az, where Au = U,-U;, Az = z,-
z;, and z, > z;—McVicar et al. calculated monthly
averages of u,, using monthly average u data from
low-set (10-meter) anemometers maintained by the
Chinese Bureau of Meteorology at 82 sites in central
China and by MeteoSwiss at 37 sites in Switzerland
from January 1960 through December 2006. Their
research constitutes, in their words, “the first time that
long-term trends in u, in mountainous regions have
been calculated.” The seven scientists determined,
“for both regions u, trend results showed that u has
declined more rapidly at higher than lower
elevations.”

This double-benefit—a general decline in wind
speed at many mid-latitude sites and a further decline
in wind speed at higher elevations—should act to
reduce water loss via evaporation from high-altitude
catchments in many of the world’s mountainous
regions, thus providing more water for people who
obtain it from such sources. Finally, McVicar et al.
note the “reductions in wind speed will serve to
reduce rates of actual evapo-transpiration partially
compensating for increases in actual evapo-
transpiration due to increasing air temperatures.”
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4.4. Rivers and Streamflow

The IPCC claims that global warming will lead to the
occurrence of both more floods and more droughts.
As a check on this hypothesis, Zhang et al. (2010)
analyzed twentieth century streamflow changes
within the Susquehanna River Basin. This basin
includes parts of the states of Maryland, New York,
and Pennsylvania and is the largest freshwater
contributor to Chesapeake Bay in the eastern United
States, comprising 43 percent of the bay’s drainage
area and providing 50 percent of its water.

Zhang et al. studied long-term, continuous, daily
streamflow records for eight unregulated streams. The
records start at slightly different times, but all end in
2006 with record-lengths ranging from 68 to 93 years
and an average length of 82.5 years. These data were
subjected to repeated monotonic trend tests, each
using different beginning and ending times, to search
for trends and to detect changes in annual minimum,
median, and maximum daily streamflow.

The four researchers, who are members of the
Susquehanna River Basin Commission, report there
was “a considerable increase in annual minimum flow
for most of the examined watersheds and a noticeable
increase in annual median flow for about half of the
examined watersheds.” However, they found annual
maximum streamflow “does not show significant
long-term change.”

Predicting that global warming will lead to more
frequent and/or more intense flooding and drought, as
the IPCC does, would seem almost to ensure
predictive success nearly all the time and nearly
everywhere. The Susquehanna River Basin study,
however, yields no support for this contention. This is
because the increases in minimum streamflow should
be accompanied by less severe and/or less frequent
drought, whereas the lack of change in annual
maximum streamflow shows there has been no
significant long-term change at the opposite end of
the spectrum, where floods might be expected.

Mauas et al. (2008) conducted a similar study of
the Parana River in South America. They write that
streamflows “are excellent climatic indicators,”
especially in the case of rivers “with continental scale
basins” that “smooth out local variations” and can
thus “be particularly useful to study global forcing
mechanisms.” The Parana River is the world’s fifth-
largest in terms of drainage area and fourth-largest
with respect to streamflow. Mauas et al. analyzed
streamflow data that have been collected continuously
on a daily basis since 1904.
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The three researchers looked for any trends or
periodicities that might be present. They found “the
flow of the Parana is larger in the last three decades,
with a mean value almost 20% larger than that of the
first 70 years of the twentieth century.” Even more
importantly, they state, “the stream flow during the
last 30 years has increased in the months in which the
flow is minimum, while the flow remains more or less
constant during the months of maximum,” noting “the
same trend is also found in other rivers of the region.”

With respect to periodicities, they report that
detrended time series of streamflow data are
correlated with detrended times series of both sunspot
number and total solar irradiance, with Pearson’s
correlation coefficients between streamflow and the
two solar parameters of 0.78 and 0.69, respectively, at
“a significance level higher than 99.99% in both
cases.”

In a study of United Kingdom rivers, Hannaford
and Marsh (2008) write, “recent flood events have led
to speculation that climate change is influencing the
high-flow regimes of UK catchments, and projections
suggest that flooding may increase in [the] future as a
result of human-induced warming.” Utilizing the UK
“benchmark  network” of 87  “near-natural
catchments” (as identified by Bradford and Marsh,
2003), Hannaford and Marsh conducted “a UK-wide
appraisal of trends in high-flow regimes unaffected by
human disturbances” to test such speculation.

The two researchers report “significant positive
trends were observed in all high-flow indicators ...
over the 30-40 years prior to 2003, primarily in the
maritime-influenced, upland catchments in the north
and west of the UK.” However, they write, “there is
little compelling evidence for high-flow trends in
lowland areas in the south and east.” They also note,
“in western areas, high-flow indicators are correlated
with the North Atlantic Oscillation Index (NAOI),” so
“recent trends may therefore reflect an influence of
multi-decadal variability related to the NAOL.” In
addition, they state longer river flow records from
five additional catchments they studied “provide little
compelling evidence for long-term (>50 year) trends,
but do show evidence of pronounced multi-decadal
fluctuations.” Lastly, they add, “in comparison with
other indicators, there were fewer trends in flood
magnitude” and “trends in peaks-over-threshold
frequency and extended-duration maxima at a
gauging station were not necessarily associated with
increasing annual maximum instantaneous flow.”
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Hannaford and Marsh conclude, “considerable
caution should be exercised in extrapolating from any
future increases in runoff or high-flow frequency to
an increasing vulnerability to extreme flood events.”
This word to the wise is something climate
policymakers, especially those residing within the
U.K., would do well to consider carefully.

Lloyd (2010) provides another study of historical
trends in riverine flow trends, this time from the
Breede River, which “is the largest in South Africa’s
Western Province, and plays a significant part in the
province’s economy.” Modeling studies of the Breede
River have predicted that flows into it could be
seriously affected by climate change. For example,
Steynor et al. (2009) used “a form of neural network”
that was “trained on historical climate data” that were
“linked to historical flow data at five stations in the
Breede River valley,” in order to “downscale from a
global climate model to the typical area of a
catchment” and thereby determine the consequences
of predicted future global warming for Breede River
flows. The Steynor et al. modeling results indicated
Breede River flows will decrease if temperatures rise
over the next 60 years in the fashion predicted by
climate models.

As a check upon this approach to divining the
region’s hydrologic future, the Steynor et al.
authors—who include a researcher based at the
Energy Institute of the Cape Peninsula University of
Technology in Cape Town—used flow data for five
sites in the Breede Valley to compute historical flow-
rate trends over prior periods of warming that ranged
from 29 to 43 years in length.

All of the future flow rates calculated by Steynor
et al. exhibited double-digit negative percentage
changes, averaging -25 percent for one global climate
model and -50 percent for another. The mean past
trend of four of Lloyd’s five stations also was
negative (-13 percent); one station had a positive
trend (+14.6 percent). But in a vital piece of
additional research, by “examination of river flows
over the past 43 years in the Breede basin” Lloyd was
able to demonstrate that “changes in land use,
creation of impoundments, and increasing abstraction
have primarily been responsible for changes in the
observed flows” of all the negative-trend stations.

Interestingly, Steynor et al. presumed warming
would lead to decreased flow rates, as their
projections suggested, and they thus assumed their
projections were correct. However, Lloyd was able to
demonstrate that those results were driven primarily

by unaccounted-for land use changes in the five
catchments, and that in his newer study the one site
that had “a pristine watershed” was the one that had
the “14% increase in flow over the study period,”
which was “contrary to the climate change
predictions” and indicative of the fact that “climate
change models cannot yet account for local climate
change effects.”

Lloyd concluded, “predictions of possible adverse
local impacts from global climate change should
therefore be treated with the greatest caution” and
“above all, they must not form the basis for any
policy decisions until such time as they can reproduce
known climatic effects satisfactorily.”

It is apparent from the conclusions of Lloyd’s
work that a vital aspect of analyzing river flow time
series for climatic signals is to normalize the studies
for vegetation and groundwater recharge change
while remembering that such changes may be of
either human or natural origin.

In a study designed to explore that point, Texas
A&M researchers Wilcox and Huang (2010) analyzed
the long-term (85-year) trends of both baseflow
(groundwater-derived) and stormflow (precipitation-
derived) streamflow components of four major rivers
in the Edwards Plateau region of Texas (USA)—the
Nueces, Frio, Guadalupe, and Llano Rivers. Over the
period of study, this region experienced a significant
increase in the presence of woody plants, indicating
that “contrary to  widespread perceptions,”
streamflows in the study region “have not been
declining.”

In a review of all large free-air carbon-enrichment
(FACE) studies conducted over the prior 15 years,
Ainsworth and Long (2005) had previously reported
the greatest CO,-induced benefits were accrued by
trees, which experienced a mean biomass increase of
42 percent in response to a 300 ppm increase in the
atmosphere’s CO, concentration. In comparison, they
found that C, sorghum posted a yield increase of only
7 percent and the C; crops rice and wheat exhibited
yield increases of 16 percent and 22 percent,
respectively. Thus, it is natural to presume that as the
air’s CO, content continues to climb higher, Earth’s
woody plants will gradually encroach upon areas
where herbaceous plants previously ruled the
landscape. That is typically observed to be the case.

However, as noted by Wilcox and Huang, trees
typically use deeper water than grasses, and
consequently, they write, the “prevailing belief is that
woody plant encroachment leads to declining
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groundwater recharge and, therefore, to lower
groundwater contributions to streams,” which
typically would be viewed as an undesirable outcome.
Noting their findings “run counter to current thinking
in both lay and scientific circles,” the Texas
researchers speculate that “baseflows are higher now
than in pre-settlement times, because rooting by trees
has facilitated groundwater recharge.” In addition, the
transpiration-reducing effect of atmospheric CO,
enrichment may also have played a role in this regard,
as has been suggested by several prior studies of river
basin hydrology (Idso and Brazel, 1984; Gedney et
al., 2006; Betts et al., 2007).

In any event, and whatever the answer or answers
may be, it would appear good things have been
happening to degraded grasslands throughout the
world, as the atmosphere’s CO, concentration has
been gradually rising and woody plants have been
extending their ranges and growing where they
previously had been unable to survive, thereby
helping to make more water available for many other
uses by man and nature alike.

Finally, in a riverine geomorphological and
archaeological study, Panin and Nefedov (2010)
write, a “long-term decrease in seasonal peaks of
water levels allows the [human] settling of relatively
low geomorphic locations, such as river and lake
floodplains, while a rise in flood levels causes
settlements to be shifted to higher elevations.” They
base this assumption on the logic that ‘“ancient
settlements could not persist under the impact of
regular inundations.”

The authors studied regions of the Upper Volga
and Zapadnaya Dvina Rivers (Russia) in order to
document “the geomorphological and altitudinal
positions  of  [human]  occupational  layers
corresponding to 1224 colonization epochs at 870
archaeological sites in river valleys and lake
depressions in southwestern Tver province.” In the
process they identified “a series of alternating low-
water (low levels of seasonal peaks, many-year
periods without inundation of flood plains) and high-
water (high spring floods, regular inundation of
floodplains) intervals of various hierarchial rank”
associated with periods of warming and cooling.

The two Russian researchers report “low-water
epochs coincide with epochs of relative warming,
while high-water epochs [coincide] with cooling
epochs,” because “during the climate warming
epochs, a decrease in duration and severity of winters
should have resulted in a drop in snow cover water

120

equivalent by the snowmelt period, a decrease in
water discharge and flood stage, and a decrease in
seasonal peaks in lake levels.” They note, too, that “a
model of past warming epochs can be the warming in
the late 20th century, still continuing now.” They also
report, “in the Middle Ages (1.8-0.3 Ky ago), the
conditions were favorable for long-time inhabiting
[of] river and lake floodplains, which are subject to
inundation nowadays.” In addition, their results
overall indicate that over the total time period studied,
the interval AD 1000-1300 hosted the greatest
number of floodplain occupations.

One of Panin and Nefedov’s main conclusions is
that the interval AD 1000-1300 and other “epochs of
floodplain occupation by humans in the past can be
regarded as hydrological analogues of the situation of
the late 20th-early current century,” which, they add,
“is forming under the effect of directed climate
change.” This relationship implies that the current
level of warmth in the portion of Russia that hosts the
Upper Volga and Zapadnaya Dvina Rivers is not yet
as great as it was during the AD 1000-1300 portion
of the Medieval Warm Period.
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Introduction

According to the Intergovernmental Panel on Climate
change (IPCC), “based on a range of models, it is
likely that future tropical cyclones (typhoons and
hurricanes) will become more intense, with larger
peak wind speeds and more heavy precipitation
associated with ongoing increases of tropical sea
surface temperature” (IPCC 2007, p. 15). Since the
IPCC contends the Earth already has experienced a
warming unprecedented over the past millennium or
more, the validity of these claims can be assessed by
examining the extent to which the planet’s emergence
from the global chill of the Little Ice Age affected the
frequency and magnitude of these extreme and often-
deadly forces of nature.

When the historical record is reviewed, the data
reveal there have not been any significant warming-
induced increases in extreme weather events. This
was the conclusion of the 2009 Nongovernmental
International Panel on Climate Change (NIPCC)
report (Idso and Singer 2009), and it is supported by
the new scientific papers presented in this chapter.
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5.1 Precipitation

As noted in the previous chapter (see Section 4.3.1),
Chu et al. (2010) found the precipitation predictions
of the IPCC had not been realized throughout the part
of the Pacific that is home to the Hawaiian Islands,
and in fact just the opposite had occurred there: The
three scientists determined, “since the 1980s, there
has been a change in the types of precipitation
intensity, resulting in more frequent light precipitation
and less frequent moderate and heavy precipitation
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intensity,” as well as a “shorter annual number of
days with intense precipitation and smaller
consecutive 5-day precipitation amounts and smaller
fraction of annual precipitation due to events
exceeding the 1961-1990 95th percentile in the recent
epoch [1980-2007] relative to the first epoch [1950—
1979].”

Similarly, in that chapter we noted Stankoviansky
(2003) found extreme and destructive rainfall events
were much more common throughout the Myjava Hill
Land of Slovakia during the Little Ice Age than they
have been subsequently, and this, in his words (and in
harmony with the many references he cites), “is often
regarded as generally valid for Central Europe.” This
conclusion runs counter to that of the IPCC, which
equates destructive precipitation events and the
flooding they cause with global warming.

In a model-based study of precipitation, Schliep
et al. (2010) compared estimates of local extreme
precipitation events using six regional climate models
(RCMs), which run at a higher spatial resolution than
global climate models (GCMs). The six RCMs were
forced with a common set of reanalysis data, created
by running a climate model that was fed real-world
data for a 20-year simulation period. The area
analyzed was North America, where winter
precipitation was the response variable and the one-
hundred-year extremum of daily winter precipitation
was the test statistic, extreme values of which were
estimated by fitting a tailed distribution to the data,
taking into account their spatial aspects.

The six RCMs showed similar general spatial
patterns of extremes across North America, with the
highest extremes in the Southeast and along the West
Coast. However, when comparing absolute levels,
which are most relevant to risk forecasts, the models
exhibited strong disagreement. The lowest-predicting
model was low almost everywhere in North America
compared to the mean of the six models and,
similarly, the highest-predicting model was above the
mean almost everywhere. The difference between the
two models was almost 60mm of daily precipitation
(for the one-hundred-year extreme event) over much
of the United States.

The other four models showed greatly differing
spatial patterns of extremes from each other, and
those differences were found to be statistically
significant by F test. The researchers speculate that
when driven by multiple GCMs rather than reanalysis
data, the range of extreme outcomes would only
increase. As a result, extreme rainfall event
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predictions may vary considerably among models and
extend well beyond the realm of reality. The lesson
we take from Schliep et al. is that model-based claims
of a CO,-induced increase in extreme precipitation
events should be treated with considerable skepticism.

Another way to approach the question is to
consider research on other possible causes of extreme
participation events. The larger the effect of other
causes, the less likely it is that CO, or warmer
temperatures are responsible for observed trends.
Along these lines, Hossain et al. (2009) review and
discuss meteorological effects observed to occur in
response to the impounding of water behind large
dams.

Hossain et al. begin by noting, “in the United
States alone, about 75,000 dams are capable of
storing a volume of water equaling almost 1 year’s
mean runoff of the nation (Graf, 1999),” and “at least
45,000 large dams have been built worldwide since
the 1930s.” They also report “dam-driven land cover
change can trigger changes in extreme precipitation
patterns,” citing the finding of Avissar and Liu (1996)
that land use and land cover [LULC] patchiness “can
enhance heavy rainfall.” Likewise, they report
“through LULC sensitivity studies (Pielke et al.,
1997; Pielke and Zeng, 1989; Pielke et al., 2007),
irrigated land near multipurpose reservoirs is seen to
enhance thunderstorm development more than natural
land cover conditions do (meaning before the dam
was built).” They add, “Kishtawal et al. (2009)
recently showed that increased urbanization
downstream of large flood control dams can also
trigger heavy rainfall patterns.”

With respect to additional findings suggestive of
the phenomenon they describe, Hossain et al. (2010)
report Hossain et al. (2009) and Hossain (2010) have
shown “extreme precipitation (99th percentile) has
increased considerably more than increases seen in
median precipitation (50th percentile) during the past
century” and “this alteration may be more pronounced
in arid and semiarid regions after the dam is built.”
Regarding the latter, they note “large dams in the
regions of southern Africa, India, western United
States, and Central Asia appeared to induce a greater
increase in extreme precipitation than in other
regions.” Although there is a clear correlation
between the building of large dams throughout the
world and subsequent increases in extreme
precipitation, the three scientists state in a cautionary
note, “other factors may be involved, such as global
climate change.”
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5.2. Floods

The IPCC claims flooding has become more frequent
and severe in response to twentieth century global
warming. But it is important to establish whether
floods are truly becoming more frequent or severe,

and whether other factors might be behind such trends
if they in fact exist. In this section we highlight
studies addressing both questions.

To test for long-term changes in flood magnitudes
and frequencies in the Mississippi River system of the
United States, Pinter et al. (2008) “constructed a
hydrologic database consisting of data from 26 rated
stations  (with both stage and discharge
measurements) and 40 stage-only stations.” Then, to
help “quantify changes in flood levels at each station
in response to construction of wing dikes, bendway
weirs, meander cutoffs, navigational dams, bridges,
and other modifications,” they put together a
geospatial database consisting of “the locations,
emplacement dates, and physical characteristics of
over 15,000 structural features constructed along the
study rivers over the past 100-150 years.” As a result
of these operations, Pinter et al. write, “significant
climate- and/or land use-driven increases in flow were
detected,” but they indicate “the largest and most
pervasive contributors to increased flooding on the
Mississippi River system were wing dikes and related
navigational structures, followed by progressive levee
construction.”

In discussing the implications of their findings,
Pinter et al. write, “the navigable rivers of the
Mississippi system have been intensively engineered,
and some of these modifications are associated with
large decreases in the rivers’ capacity to convey flood
flows.” Hence, it would appear man has indeed been
responsible for the majority of the increased flooding
of the rivers of the Mississippi system over the past
century or so, but not in the way suggested by the
IPCC. The question that needs addressing by the
region’s inhabitants has nothing to do with CO, and
everything to do with how to “balance the local
benefits of river engineering against the potential for
large-scale flood magnification.”

In a study designed to determine the
environmental origins of extreme flooding events
throughout the southwestern United States, Ely
(1997) wrote, “paleoflood records from nineteen
rivers in Arizona and southern Utah, including over
150 radiocarbon dates and evidence of over 250 flood
deposits, were combined to identify regional
variations in the frequency of extreme floods,” and
that information ‘“was then compared with
paleoclimatic data to determine how the temporal and
spatial patterns in the occurrence of floods reflect the
prevailing climate.” The results of this comparison
indicated “long-term variations in the frequency of
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extreme floods over the Holocene are related to
changes in the climate and prevailing large-scale
atmospheric circulation patterns that affect the
conditions conducive to extreme flood-generating
storms in each region.” These changes, in Ely’s view,
“are very plausibly related to global-scale changes in
the climate system.”

With respect to the Colorado River watershed,
which integrates a large portion of the interior
western United States, she writes, “the largest floods
tend to be from spring snowmelt after winters of
heavy snow accumulation in the mountains of Utah,
western Colorado, and northern New Mexico,” such
as occurred with the “cluster of floods from 5 to 3.6
ka,” which occurred in conjunction with “glacial
advances in mountain ranges throughout the western
United States” during the “cool, wet period
immediately following the warm mid-Holocene.”

The frequency of extreme floods also increased
during the early and middle portions of the first
millennium AD, many of which coincided “with
glacial advances and cool, moist conditions both in
the western U.S. and globally.” Then came a “sharp
drop in the frequency of large floods in the southwest
from AD 1100-1300,” which corresponded, in her
words, “to the widespread Medieval Warm Period,
which was first noted in European historical records.”
With the advent of the Little Ice Age, however, there
was another “substantial jump in the number of floods
in the southwestern U.S.,” which was “associated
with a switch to glacial advances, high lake levels,
and cooler, wetter conditions.” Distilling her findings
down to a single succinct statement and speaking
specifically of the southwestern United States, Ely
writes, “global warm periods, such as the Medieval
Warm Period, are times of dramatic decreases in the
number of high-magnitude floods in this region”
[emphasis added].

Looking at the other side of the continent,
Villarini and Smith (2010) “examined the distribution
of flood peaks for the eastern United States using
annual maximum flood peak records from 572 U.S.
Geological Survey stream gaging stations with at least
75 years of observations.” This work revealed, “in
general, the largest flood magnitudes are concentrated
in the mountainous central Appalachians and the
smallest flood peaks are concentrated along the low-
gradient Coastal Plain and in the northeastern United
States.” They also found “landfalling tropical
cyclones play an important role in the mixture of
flood generating mechanisms, with the frequency of
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tropical cyclone floods exhibiting large spatial
heterogeneity over the region.” They additionally
write, “warm season thunderstorm systems during the
peak of the warm season and winter-spring
extratropical systems contribute in complex fashion to
the spatial mixture of flood frequency over the eastern
United States.”

Of greater interest to the climate change debate,
however, were their more basic findings: (1) “only a
small fraction of stations exhibited significant linear
trends,” (2) “for those stations with trends, there was
a split between increasing and decreasing trends,” and
(3) “no spatial structure was found for stations
exhibiting trends.” Thus they concluded, (4) “there is
little indication that human-induced climate change
has resulted in increasing flood magnitudes for the
eastern United States.”

Much the same was reported for Canada by
Cunderlik and Ouarda (2009). They evaluated trends
in the timing and magnitude of seasonal maximum
flood events across that country, based on pertinent
data obtained from 162 stations of the Reference
Hydrometric  Basin  Network established by
Environment Canada over the 30-year period 1974 to
2003. In spite of the supposedly unprecedented
warming over the period of time they studied, the
Canadian researchers report finding “only 10% of the
analyzed stations show significant trends in the timing
of snowmelt floods during the last three decades
(1974-2003),” and they say these results imply “the
occurrence of snowmelt floods is shifting towards the
earlier times of the year,” as would be expected in a
warming world. However, they note most of the
identified trends “are only weakly or medium
significant results,” and they add “no significant
trends were found in the timing of rainfall-dominated
flood events.”

With respect to flood magnitudes, the two
scientists state the trends they observed “are much
more pronounced than the trends in the timing of the
floods,” but they note most of these trends ‘“had
negative signs, suggesting that the magnitude of the
annual maximum floods has been decreasing over the
last three decades.” In addition, they found “the level
of significance was also higher in these trends
compared to the level of significance of the trends in
the timing of annual maximum floods.”

In Europe, Schmocker-Fackel and Naef (2010a)
explored the relationship between climate and
flooding from a paleo-perspective. Specifically, they
collected and analyzed historical flood time-series of



Observations/Projections: Extreme Weather

14 catchments located in northern Switzerland,
datasets for which stretched back a full five centuries.
From these data the two Swiss scientists were able to
identify four periods of frequent flooding in northern
Switzerland, lasting between 30 and 100 years each
(1560-1590, 1740-1790, 1820-1940, and since
1970). They report the first three periods of
intervening low flood frequency (1500-1560, 1590—
1740, and 1790-1810) were found to correspond to
periods of low solar activity. However, they report,
“after 1810 no relationship between solar activity and
flood frequency was found, nor could a relationship
be established between reconstructed North Atlantic
Oscillation  indices or  reconstructed  Swiss
temperatures.” In addition, they determined “the
current period of increased flood frequencies has not
yet exceeded those observed in the past.” They also
write, “a comparison with the flood patterns of other
European rivers suggests that flood frequencies are
not in phase over Europe.” In light of their several
diverse findings, Schmocker-Fackel and Naef (2010a)
thus concluded “the current period with more floods
in northern Switzerland, which started in the mid
1970s, might continue for some decades,” even under
conditions of “natural climatic variation.”

In a contemporaneous paper on Switzerland
floods, also authored by Schmocker-Fackel and Naef
(2010b), the two researchers further explored this
subject by analyzing “streamflow data from 83
stations with a record length of up to 105 years,
complemented with data from historical floods dating
back to 1850,” in an effort to place the extreme
flooding that occurred in their country in 1999, 2005,
and 2007 in an historical construct. This expanded
analysis indicated “in Switzerland, periods with
frequent floods have alternated with quieter periods
during the last 150 years” and “since 1900, flood-rich
periods in northern Switzerland corresponded to quiet
periods in southern Switzerland and vice versa.” As
for the fact that over the same period of time “three of
the four largest large-scale flood events in northern
Switzerland have all occurred within the last ten
years,” they report “a similar accumulation of large
floods has already been observed in the second half of
the 19th century.” In addition, they state, “studies
about changes in precipitation frequencies in
Switzerland come to similar conclusions,” citing the
work of Bader and Bantle (2004).

In another paper from Europe, Diodato et al.
(2008) conducted a detailed study of erosive rainfall
in the Calore River Basin (southern Italy) “using data

from 425-year-long series of both observations
(1922-2004) and proxy-based reconstructions (1580—
1921).” Their results showed pronounced interdecadal
variations, “with multi-decadal erosivity reflecting the
mixed population of thermo-convective and cyclonic
rainstorms with large anomalies,” while noting “the
so-called Little Ice Age (16th to mid-19th centuries)
was identified as the stormiest period, with mixed
rainstorm types and high frequency of floods and
erosive rainfall.”

In the concluding section of their paper, the three
researchers write, “in recent years, climate change
(generally assumed as synonymous with global
warming) has become a global concern and is widely
reported in the media.” In regard to concern over
floods becoming more frequent and more severe as
the planet warms, however, Diodato et al. say their
study shows “climate in the Calore River Basin has
been largely characterized by naturally occurring
weather anomalies in past centuries (long before
industrial CO, emissions), not only in recent years,”
and there has been a “relevant smoothing” of such
events during the modern era.

Working in southeast Spain, Benito et al. (2010)
reconstructed flood frequencies of the Upper
Guadalentin ~ River using  “geomorphological
evidence, combined with one-dimensional hydraulic
modeling and supported by records from
documentary sources at Lorca in the lower
Guadalentin  catchment.” According to these
scientists, the combined palaeoflood and documentary
records indicated past floods were clustered during
particular time periods: AD 950-1200 (10), AD
1648-1672 (10), AD 1769-1802 (9), AD 1830-1840
(6), and AD 1877-1900 (10). The first time interval
coincides with the Medieval Warm Period, and the
latter four fall within the confines of the Little Ice
Age. By calculating mean rates of flood occurrence
over each of the five intervals, one obtains a value of
0.40 floods per decade during the Medieval Warm
Period and an average value of 4.31 floods per decade
over the four parts of the Little Ice Age.

Czymzik et al. (2010) explored the relationship
between level of warmth and degree of flooding as it
may have been manifested in southern Germany over
the past 450 years. In the opening paragraph of their
paper, they observe “assumptions about an increase in
extreme flood events due to an intensified
hydrological cycle caused by global warming are still
under discussion and must be better verified,” while
noting some historical flood records indicate “flood
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frequencies were higher during colder periods (Knox,
1993; Glaser and Stangl, 2004), challenging the
hypothesis of a correlation between the frequency of
extreme floods and a warmer climate.”

Against this backdrop, Czymzik et al. retrieved
two sediment cores from the deepest part of Lake
Ammersee in southern Germany (48°00°N, 11°07’E),
which they then analyzed via what they describe as “a
novel methodological approach that combines
microfacies analyses, high-resolution element
scanning (U-XRF), stable isotope data from bulk
carbonate samples (813Ccarb, alsocarb), and X-ray
diffraction (XRD) analyses (Brauer et al., 2009).”

The six scientists determined the flood frequency
distribution over the entire 450-year time series “is
not stationary but reveals maxima for colder periods
of the Little Ice Age when solar activity was
reduced,” while reporting “similar observations have
been made in historical flood time series of the River
Main, located approximately 200 km north of
Ammersee (Glaser and Stangl, 2004), pointing to a
wider regional significance of this finding.”

Working in the United Kingdom a couple years
earlier, Hannaford and Marsh (2008) noted “recent
flood events have led to speculation that climate
change is influencing the high-flow regimes of UK
catchments” and “projections suggest that flooding
may increase in [the] future as a result of human-
induced warming.” Ultilizing the U.K. “benchmark
network” of 87 “near-natural catchments” identified
by Bradford and Marsh (2003), Hannaford and Marsh
conducted “a UK-wide appraisal of trends in high-
flow regimes unaffected by human disturbances” to
test such speculation. They found “significant positive
trends were observed in all high-flow indicators ...
over the 3040 years prior to 2003, primarily in the
maritime-influenced, upland catchments in the north
and west of the UK.” However, they state, “there is
little compelling evidence for high-flow trends in
lowland areas in the south and east.” They also note,
“in western areas, high-flow indicators are correlated
with the North Atlantic Oscillation Index (NAOI),” so
“recent trends may therefore reflect an influence of
multi-decadal variability related to the NAOL” In
addition, they state, longer river flow records from
five additional catchments they studied “provide little
compelling evidence for long-term (>50 year) trends
but show evidence of pronounced multi-decadal
fluctuations.” Finally, they note, “in comparison with
other indicators, there were fewer trends in flood
magnitude” and “trends in peaks-over-threshold
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frequency and extended-duration maxima at a
gauging station were not necessarily associated with
increasing annual maximum instantaneous flow.” In
light of their several observations, Hannaford and
Marsh conclude, “considerable caution should be
exercised in extrapolating from any future increases
in runoff or high-flow frequency to an increasing
vulnerability to extreme flood events.”

In another paper from Europe, Matthews et al.
(2009) conducted detailed investigations at three
alpine slope-foot mires located in the valley of
Leirdalen in an area known as Sletthamn, above the
treeline among some of the highest mountains in
southern Norway, where they say “exceptionally
detailed radiocarbon-dating controlled chronologies
of Holocene debris-flow events have been
reconstructed.” This allowed them to analyze “the
frequency and timing of debris flows since c. 8500
cal. BP which, in turn, are related to climatic
variability, extreme climatic events and site
conditions.”

The results of this exercise revealed “no obvious
correlation between debris-flow frequency and a
relative warm climate.” In fact, they write, “debris-
flow frequency was lowest post-8000 cal. BP during
the Holocene Thermal Maximum” and most of the
“century- to millennial-scale phases of enhanced
debris-flow activity appear to correlate with
Neoglacial events,” one of which was the Little Ice
Age. In addition, they write, “the Sletthamn record
agrees quite closely with a compilation of other
debris-flow records from widely distributed sites in
east and west Norway.” What is more—<citing the
work of Berrisford and Matthews (1997), Stoffel and
Beniston (2006), Pelfini and Santilli (2008), and
Stoffel et al. (2008)—they report “there appears to be
no consistent upward trend in debris-flow frequencies
over recent decades,” when one might have expected
them to be growing in both number and magnitude if
the model-based claims were correct. Given these
findings, the Norwegian and U.K. researchers
conclude there is little real-world evidence “for the
association of higher debris-flow frequencies with an
increasingly warm climate.” In fact, they state, “the
evidence suggests the opposite.”

Panin and Nefedov (2010) identified “a series of
alternating low-water (low levels of seasonal peaks,
many-year periods without inundation of flood plains)
and high-water (high spring floods, regular inundation
of floodplains) intervals of various hierarchal rank”
for the Upper Volga and Zapadnaya Dvina Rivers of
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Russia. The two Russian researchers report “low-
water epochs coincide with epochs of relative
warming, while high-water epochs [coincide] with
cooling epochs,” because “during the climate
warming epochs, a decrease in duration and severity
of winters should have resulted in a drop in snow
cover water equivalent by the snowmelt period, a
decrease in water discharge and flood stage, and a
decrease in seasonal peaks in lake levels,” noting “a
model of past warming epochs can be the warming in
the late 20th century, still continuing now.” They also
report finding, “in the Middle Ages (1.8-0.3 Ky ago),
the conditions were favorable for long-time inhabiting
[of] river and lake floodplains, which are subject to
inundation nowadays.” In addition, their results
indicate that of this time interval, the period AD
1000-1300 hosted the greatest number of floodplain
occupations.

Interestingly, Panin and Nefedov state this last
period and other “epochs of floodplain occupation by
humans in the past can be regarded as hydrological
analogues of the situation of the late 20th-early
current century,” which they say “is forming under
the effect of directed climate change.” This
relationship clearly implies the current level of
warmth in the portion of Russia that hosts the Upper
Volga and Zapadnaya Dvina Rivers is not yet as great
as it was during the AD 1000-1300 portion of the
Medieval Warm Period.
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5.3. Drought

As in the case of floods, the IPCC foresees drought as
one of the many dangers of CO,-induced global
warming. An examination of the pertinent scientific
literature, however, demonstrates droughts are not
becoming more frequent, more severe, or longer-
lasting.

Springer et al. (2008) constructed a multidecadal-
scale history of east-central North America’s
hydroclimate over the past 7,000 years, based on
Sr/Ca ratios and 8**C data obtained from a stalagmite
in West Virginia, USA. Their results indicated the
presence of seven significant mid- to late-Holocene
droughts that “correlate with cooling of the Atlantic
and Pacific Oceans as part of the North Atlantic
Ocean ice-rafted debris [IRD] cycle, which has been
linked to the solar irradiance cycle,” as demonstrated
by Bond et al. (1997, 2001). In addition, they found
“the Sr/Ca and 8™C time series display periodicities
of ~200 and ~500 years,” and “the ~200-year
periodicity is consistent with the de Vries (Suess)
solar irradiance cycle,” and that the ~500-year
periodicity is likely “a harmonic of the IRD
oscillations.” They also reported “cross-spectral
analysis of the Sr/Ca and IRD time series yields
statistically significant coherencies at periodicities of
455 and 715 years,” noting the latter values “are very
similar to the second (725-years) and third (480-
years) harmonics of the 1450 * 500-years IRD
periodicity.”

The five researchers concluded these findings
“corroborate works indicating that millennial-scale
solar-forcing is responsible for droughts and
ecosystem changes in central and eastern North
America (Viau et al., 2002; Willard et al., 2005;
Denniston et al., 2007)” and that their high-resolution
time series “provide much stronger evidence in favor
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of solar-forcing of North American drought by
yielding unambiguous spectral analysis results.”

Writing in the Journal of Quaternary Science,
Cook et al. (2009) note “IPCC Assessment Report 4
model projections suggest that the subtropical dry
zones of the world will both dry and expand poleward
in the future due to greenhouse warming” and “the
US southwest is particularly vulnerable in this regard
and model projections indicate a progressive drying
there out to the end of the 21st century.” They then
note “the USA has been in a state of drought over
much of the West for about 10 years now,” but “while
severe, this turn of the century drought has not yet
clearly exceeded the severity of two exceptional
droughts in the 20th century.” Therefore, they
conclude, “while the coincidence between the turn of
the century drought and projected drying in the
Southwest is cause for concern, it is premature to
claim that the model projections are correct.”

We begin to understand this fact when we
compare the turn-of-the-century-drought with the two
“exceptional droughts” that preceded it by a few
decades. Based on gridded instrumental Palmer
Drought Severity indices for tree-ring reconstruction
that extend back to 1900, Cook et al. calculated the
turn-of-the-century drought had its greatest Drought
Area Index value of 59 percent in the year 2002,
whereas the Great Plains/Southwest drought covered
62 percent of the United States in its peak year of
1954 and the Dust Bowl drought covered 77 percent
of the United States in 1934.

In terms of drought duration, things are not quite
as clear. Stahle et al. (2007) estimated the first two
droughts lasted for 12 and 14 years, respectively;
Seager et al. (2005) estimated them to have lasted for
eight and ten years; and Andreadis et al. (2005)
estimated periods of seven and eight years. That
yields means of nine and 11 years for the two
exceptional droughts, compared to ten or so years for
the turn-of-the-century drought. This, too, makes the
latter drought not unprecedented compared with those
that occurred in the twentieth century.

Real clarity, however, comes when the turn-of-
the-century drought is compared to droughts of the
prior millennium. Cook et al. write, “perhaps the most
famous example is the ‘Great Drouth’ [sic] of AD
1276-1299 described by A.E. Douglass (1929,
1935).” This 24-year drought was eclipsed by the 38-
year drought found by Weakley (1965) to have
occurred in Nebraska from AD 1276 to 1313, which
Cook et al. say “may have been a more prolonged
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northerly extension of the ‘Great Drouth’.” But even
these multi-decade droughts pale in comparison with
the “two extraordinary droughts discovered by Stine
(1994) in California that lasted more than two
centuries before AD 1112 and more than 140 years
before AD 1350.” Each of these megadroughts, as
Cook et al. describe them, occurred, in their words,
“in the so-called Medieval Warm Period.” They add,
“all of this happened prior to the strong greenhouse
gas warming that began with the Industrial
Revolution.”

In further ruminating about these facts in the
“Conclusions and Recommendations™ section of their
paper, Cook et al. again state the medieval
megadroughts “occurred without any need for
enhanced radiative forcing due to anthropogenic
greenhouse gas forcing”—because, of course, there
was none at that time—and therefore, they say, “there
iS no guarantee that the response of the climate
system to greenhouse gas forcing will result in
megadroughts of the kind experienced by North
America in the past.”

Reinforcing the findings of Cook et al. two years
later, Stambaugh et al. (2011) “used a new long tree-
ring chronology developed from the central U.S. to
reconstruct annual drought and characterize past
drought duration, frequency, and cycles in the U.S.
Corn Belt during the last millennium.” This new
record, in their words, “is the first paleoclimate
reconstruction achieved with subfossil oak wood in
the U.S.,” and they indicate it “increases the current
dendroclimatic record in the central U.S. agricultural
region by over 500 years.”

Of great significance among their findings is the
fact that the new drought reconstruction indicates
“drought conditions over the period of instrumental
records (since 1895) do not exhibit the full range of
variability, severity, or duration of droughts during
the last millennium.” As an example, the six scientists
compared the 1930s-era Dust Bowl drought with
other prior severe events, finding “three years in the
last millennium were drier than 1934, a classic Dust-
Bowl year and the driest year of the instrumental
period,” and “three of the top ten most severe
droughts occurred within a 25-year period
corresponding to the late 16th century.” Likewise,
they state “the four longest droughts occurred prior to
Euro-American settlement of the region (ca. AD
1850),” the longest of which occurred in the middle
of the Medieval Warm Period and, as the authors

describe it, “lasted approximately 61 years (AD
1148-1208).”

Other studies in North America also point to a
large and persistent Medieval drought unequaled in
modern times. Working in the Sierra de Manantlan
Biosphere Reserve (SMBR) in west-central Mexico,
Figueroa-Rangel et al. (2010) constructed a 1,300-
year history of cloud forest vegetation dynamics via
analyses of fossil pollen, microfossil charcoal, and
organic and inorganic sediment data obtained from a
96-cm core of black organic material retrieved from a
small forest hollow (19°35°32”N, 104°16°56”W).
Their results showed oscillating intervals of humidity,
including a major dry period that lasted from
approximately AD 800 to 1200 in the SMBR, a dry
period that corresponds with those of other locations
in the region.

Quoting the four researchers, “results from this
study corroborate the existence of a dry period from
1200 to 800 cal years BP in mountain forests of the
region (B.L. Figueroa-Rangel, unpublished data); in
central Mexico (Metcalfe and Hales, 1994; Metcalfe,
1995; Arnauld et al., 1997; O’Hara and Metcalfe,
1997; Almeida-Lenero et al., 2005; Ludlow-Wiechers
et al., 2005; Metcalfe et al., 2007); lowlands of the
Yucatan Peninsula (Hodell et al.,, 1995, 2001,
2005a,b) and the Cariaco Basin in Venezuela (Haug
et al., 2003).” In addition, they write, “the causes
associated to this phase of climate change have been
attributed to solar activity (Hodell et al., 2001; Haug
et al., 2003), changes in the latitudinal migration of
the Intertropical Convergence Zone (ITCZ, Metcalfe
et al., 2000; Hodell et al., 2005a,b; Berrio et al., 2006)
and to ENSO variability (Metcalfe, 2006).”

In one final study from Mexico, Escobar et al.
(2010) analyzed sediment cores from Lakes Punta
Laguna, Chichancanab, and Peten Itza on the Yucatan
Peninsula. With respect to drought, they report
“relatively dry periods were persistently dry, whereas
relatively wet periods were composed of wet and dry
times.” Their findings also “confirm the
interpretations of Hodell et al. (1995, 2007) and
Curtis et al. (1996) that there were persistent dry
climate episodes associated with the Terminal Classic
Maya Period.” In fact, they find “the Terminal Classic
Period from ca. AD 910 to 990 was not only the driest
period in the last 3,000 years, but also a persistently
dry period.” In further support of this interpretation,
they note “the core section encompassing the Classic
Maya collapse has the lowest sedimentation rate
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among all layers and the lowest oxygen isotope
variability.”

Moving to South America, Marengo (2009)
examined the hydrological history of the Amazon
Basin in an effort “to explore long-term variability of
climate since the late 1920s and the presence of trends
and/or cycles in rainfall and river indices in the
basin.” These analyses were based on northern and
southern ~ Amazonian rainfall data originally
developed by Marengo (1992) and Marengo and
Hastenrath (1993) and subsequently updated by
Marengo (2004).

In describing the results of the analysis, the
Brazilian  researcher reports, “no  systematic
unidirectional long-term trends towards drier or
wetter conditions have been identified since the
1920s.” Instead, he found “the rainfall and river series
show variability at inter-annual scales.” Marengo
states the patterns he uncovered are “characteristic of
decadal and multi-decadal modes,” which he
describes as “indicators of natural climate variability”
that are linked to the El Nifio Southern Oscillation,
“rather than any unidirectional trend towards drier
conditions (as one would expect, due to increased
deforestation or to global warming).”

In Europe, based on data obtained from hundreds
of moisture-sensitive Scots pine tree-ring records
originating in Finland, and using regional curve
standardization (RCS) procedures, Helama et al.
(2009) developed what they describe as “the first
European dendroclimatic precipitation
reconstruction,” which “covers the classical climatic
periods of the Little Ice Age (LIA), the Medieval
Climate Anomaly (MCA), and the Dark Ages Cold
Period (DACP),” running from AD 670 to AD 1993.

The authors state their data indicate “the special
feature of this period in climate history is the distinct
and persistent drought, from the early ninth century
AD to the early thirteenth century AD,” which
“precisely overlaps the period commonly referred to
as the MCA, due to its geographically widespread
climatic anomalies both in temperature and moisture.”
In addition, they report, “the reconstruction also
agrees well with the general picture of wetter
conditions prevailing during the cool periods of the
LIA (here, AD 1220-1650) and the DACP (here, AD
720-930).”

The three Finnish scientists note “the global
medieval drought that we found occurred in striking
temporal synchrony with the multicentennial droughts
previously described for North America (Stine, 1994;
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Cook et al.,, 2004, 2007), eastern South America
(Stine, 1994; Rein et al., 2004), and equatorial East
Africa (Verschuren et al., 2000; Russell and Johnson,
2005, 2007; Stager et al., 2005) between AD 900 and
1300.” Noting further “the global evidence argues for
a common force behind the hydrological component
of the MCA,” they report “previous studies have
associated coeval megadroughts during the MCA in
various parts of the globe with either solar forcing
(Verschuren et al., 2000; Stager et al., 2005) or the
ENSO (Cook et al., 2004, 2007; Rein et al., 2004;
Herweijer et al., 2006, 2007; Graham et al., 2007,
Seager et al., 2007).” They state, “the evidence so far
points to the medieval solar activity maximum (AD
1100-1250), because it is observed in the A*C and
'°Be series recovered from the chemistry of tree rings
and ice cores, respectively (Solanki et al., 2004).”

Moving next to Asia, Sinha et al. (2011) write of
“the potential consequences that would be associated
with a drought lasting years to decades, or even a
century  (megadrought).”They state such a
phenomenon “constitutes one of the greatest threats to
human welfare,” noting it would be “a particular
serious threat for the predominantly agrarian-based
societies of monsoon Asia, where the lives of hillions
of people are tightly intertwined with the annual
monsoon cycle.”

In exploring this ominous subject in great detail,
Sinha et al. review what is known about it as a result
of numerous pertinent studies, relying heavily on the
work of Sinha et al. (2007) and Berkelhammer et al.
(2010), based on the 80 record of a speleothem
from Dandak Cave in central-eastern India, which
documents Indian monsoon rainfall variations
between AD 600 and 1500.

The eight researchers, from China, Germany, and
the United States, report “proxy reconstructions of
precipitation from central India, north-central China
[Zhang et al., 2008], and southern Vietnam [Buckley
et al.,, 2010] reveal a series of monsoon droughts
during the mid 14th-15th centuries that each lasted
for several years to decades,” and they say “these
monsoon megadroughts have no analog during the
instrumental period.” They also note “emerging tree
ring-based reconstructions of monsoon variability
from SE Asia (Buckley et al., 2007; Sano et al., 2009)
and India (Borgaonkar et al., 2010) suggest that the
mid 14th-15th century megadroughts were the first in
a series of spatially widespread megadroughts that
occurred during the Little Ice Age” and that they
“appear to have played a major role in shaping
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significant regional societal changes at that time.”
Among these upheavals, they make special mention
of “famines and significant political reorganization
within India (Dando, 1980; Pant et al., 1993;
Maharatna, 1996), the collapse of the Yuan dynasty in
China (Zhang et al., 2008), Rajarata civilization in Sri
Lanka (Indrapala, 1971), and the Khmer civilization
of Angkor Wat fame in Cambodia (Buckley et al.,
2010),” noting the evidence suggests “monsoon
megadroughts may have played a major contributing
role in shaping these societal changes.”

In light of the fact that there were, in the words of
Sinha et al., “at least five episodes of monsoon
megadroughts during the Little Ice Age (nominally,
AD 1350-1850),” we should be extremely thankful
the Earth has emerged from this unique period of
global coolness—which is universally recognized as
having been the coldest interval of the current
interglacial—especially because “the present-day
water-resource infrastructure and planning are barely
sufficient to meet the welfare of billions of people
during a single season of anomalous weak monsoon,
let alone a protracted failure,” such as what occurred
repeatedly during the global chill of the Little Ice
Age.

Another paper from Asia, Kim et al. (2009), was
previously summarized in Chapter 4. The only major
multiyear deviation from long-term normalcy they
found were a decadal-scale decrease in precipitation
and ensuing drought, both of which achieved their
most extreme values (low in the case of precipitation,
high in the case of drought) around AD 1900. The
warming of the twentieth century had essentially no
effect on the long-term histories of either precipitation
or drought at Seoul, Korea.

Closing out this section on drought, we highlight
a study published in Science by Zhao and Running
(2010), who raised some concerns that global
warming was affecting global net primary production
of biomass due to the increased frequency of drought.
In introducing their work, the two authors note
“previous studies have shown that climate constraints
[on global production of biomass] were relaxing with
increasing temperature and solar radiation, allowing
an upward trend in NPP [net primary production]
from 1982-1999,” but over the past decade (2000—

2009), satellite data “suggest a reduction in the global
NPP.” Closer examination of this study, however,
shows little reason for concern.

Zhao and Running state their work shows “a
reduction in the global NPP of 0.55 petagrams of
carbon” over the period 2000-2009. But in viewing a
graphical representation of their results (see Figure
5.3.1 below), it can be seen that apart from the
starting point of the initial year (2000) of their study,
there is only one other year (2004) in which the
global NPP was greater than what it was at the end of
the study (2009). And since global NPP was on the
rise from 1982 to 1999, what the more recent data
show would more accurately be described as a
leveling off from that prior upward trend.

Zhao and Running say the leveling off of global
NPP over the past decade was induced by drought,
and that “NPP in the tropics explains 93% of
variations in the global NPP” and “tropical rainforests
explain 61% of global NPP variations.” These
findings also serve to undermine whatever concerns
that selective reporting of their study’s results might
have raised, since the recent work of Coelho and
Goddard (2009) shows climate models forecast fewer
tropical droughts in a warming world.

Coelho and Goddard write, “the majority of
drought-related hazards and the attendant economic
losses and mortality risks reside in the tropics,” citing
Dilley et al. (2005). They write, “El Nifio brings
widespread drought (i.e., precipitation deficit) to the
tropics,” and “stronger or more frequent El Nifio
events in the future” would “exacerbate drought risk
in highly vulnerable tropical areas.”

The two researchers evaluated “the patterns,
magnitude, and spatial extent of El Nifio-induced
tropical droughts during a control period in the
twentieth century in climate simulations, which have
realistic evolution of greenhouse gases,” after which
they examined “the projected changes in the
characteristics of El Nifio and in the strength of the
identified patterns of EI Nifio-induced tropical
drought in the twenty-first century.” That allowed
them to examine patterns of mean precipitation
Changes in order to “assess whether those changes
exacerbate or ameliorate the risk of El Nifio-induced
drought conditions in the twenty-first century.”
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Figure 5.3.1. Interannual variations from the mean of global Net Primary Production (NPP) over the
past ten years. Adapted from Zhao and Running (2010).

Coelho and Goddard report “a possible slight
reduction in the spatial extent of droughts is indicated
over the tropics as a whole,” and they report “all
model groups investigated show similar changes in
mean precipitation for the end of the twenty-first
century, with increased precipitation projected
between 10°S and 10°N.” So it would appear—at
least from a climate modeling perspective—that we
can probably expect tropical drought to decrease
throughout the remainder of the twenty-first century,
which should enable the historical “greening of the
Earth” to continue.
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5.4. Storms
Among the highly publicized changes in weather
phenomena predicted to accompany the ongoing rise
in the air’s CO, content are increases in the frequency
and severity of storms. Many researchers have
examined historical and proxy records in an attempt
to determine how temperature changes over the recent
or more distant past have affected this aspect of
Earth’s climate. This section reviews the latest
findings from this research.

Based on surface pressure data for January 1874
through January 2008, obtained from 11 sites

scattered throughout the northeast Atlantic region,
Wang et al. (2009) computed, and analyzed trends in,
the seasonality and regional differences of storm
conditions characterized by the 95th and 99th
percentiles of geostrophic wind speeds, which they
calculated from sea level pressure data over the
period of time when the Earth recovered from the
global chill of the Little Ice Age and transited into the
Current Warm Period.

Wang et al. determined that storminess conditions
in their study region “have undergone substantial
decadal or longer time scale fluctuations, with
considerable seasonal and regional differences.” With
respect to annual percentiles of geostrophic wind
speeds for the entire study region, however, they state
“the Kendall test identifies a downward trend of at
least 5% significance in both the 99th and 95th
percentile series.” The four Canadian researchers state
the question of whether there is an anthropogenic
contribution to the changes they observed “remains
open.”

In another paper from the same vicinity, Gascon
et al. (2010) write, “autumn and winter storms in the
eastern Canadian Arctic are typically characterized by
heavy precipitation and strong winds [that] can have
major effects on the human population and
infrastructures, as well as paralyzing transport,” and
they state local Inuit “have reported higher
occurrences of hazardous weather and unanticipated
changes, which increase northern communities’
vulnerability and limit their capacity to adapt to
environmental change.” In a study they describe as
“the first to document the climatology of major cold-
season precipitation events that affect southern Baffin
Island,” Gascon et al. examined the characteristics
and climatology of the 1955-2006 major cold-season
precipitation events that occurred at lgaluit—the
capital of Nunavut, located on the southeastern part of
Baffin Island in the northwestern end of Frobisher
Bay—based on analyses of hourly surface
meteorological data obtained from the public archives
of Environment Canada. They corrected the data to
account for gauge catchment errors due to wind
effects, snow-water equivalence variations, and
human error in the manually retrieved precipitation
data for the period 1955-1996, while the remainder of
the data were used in their uncorrected state.

The three researchers report they detected a non-
significant decrease in autumn and winter storm
activity over the period of their study, which they say
is in line with the results of Curtis et al. (1998), who
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observed a concomitant decrease in annual
precipitation in the western Arctic. And this was the
case in spite of the findings of Zhang et al. (2004),
who the Canadian scientists say “reported an increase
in cyclonic activity over the past fifty years, as well as
McCabe et al. (2001), Wang et al. (2004) and Yin
(2005),” who reported a northward shift in such
activity, but which was apparently not great enough to
“translate into major precipitation events, or at least
not in lgaluit,” as revealed by the authors’ results
depicted in Figure 5.4.1.

The results of this data-based analysis would
appear to raise questions about the validity of the
collective memory of the local Inuit or, perhaps more
fairly, of the usefulness of anecdotes about the
weather.

Moving on to Europe, “based on an approach
combining AMS 'C [radiocarbon] dating,
sedimentological and rock magnetic analyses on
sediment cores complemented with seismic data
collected in the macrotidal Bay of Vilaine [47°20’-
47°35’N, 2°50°-2°30°W],” Sorrel et al. (2010)
documented “the depositional history of the inner bay
coeval to the mid- to late-Holocene transgression in
south Brittany.”

The results of this study indicated an increase in
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the contribution of riverine inputs during the
Medieval Warm Period at “times of strong fluvial
influences in the estuary during ca. 880-1050 AD”
and “preservation of medieval estuarine flood
deposits implies that sediment remobilization by
swells considerably waned at that time, and thus that
the influence of winter storminess was minimal,” in
accordance with the findings of Proctor et al. (2000)
and Meeker and Mayewski (2002). They also state the
preservation of fine-grained sediments during the
Middle Ages has been reported in other coastal
settings, citing the studies of Chaumillon et al. (2004)
and Billeaud et al. (2005). In fact, the researchers
state “all sedimentary records from the French and
Spanish Atlantic coasts” suggest “the MWP appears
to correspond to a period of marked and recurrent
increases in soil erosion with enhanced transport of
suspended matter to the shelf as a result of a likely
accelerated human land-use development.” In
addition, they write, “milder climatic conditions
during ca. 880-1050 AD may have favored the
preservation of estuarine flood deposits in estuarine
sediments through a waning of winter storminess,
and, thus, reduced coastal hydrodynamics at subtidal
depths.”

The eight researchers also note the upper
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Figure 5.4.1. Cold-season occurrences of major precipitation events at Igaluit, Nunavut, Canada.

Adapted from Gascon et al. (2010).
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successions of the sediment cores “mark the return to
more energetic conditions in the Bay of Vilaine, with
coarse sands and shelly sediments sealing the
medieval clay intervals,” adding “this shift most
probably documents the transition from the MWP to
the Little Ice Age,” which led to the “increased
storminess both in the marine and continental
ecosystems (Lamb, 1979; Clarke and Rendell, 2009)”
that was associated with “the formation of dune
systems over a great variety of coastal environments
in northern Europe: Denmark (Aagaard et al., 2007;
Clemmensen et al., 2007, 2009; Matthews and Briffa,
2005), France (Meurisse et al., 2005), Netherlands
(Jelgersma et al., 1995) and Scotland (Dawson et al.,
2004).” And in what they call an even “wider
perspective,” they note the Medieval Warm Period “is
recognized as the warmest period of the last two
millennia (Mayewski et al., 2004; Moberg et al.,
2005).”

Also in Europe, but three years earlier, Ogrin
(2007) presented “an overview of severe storms and a
reconstruction of periods with their reiterative
occurrence in sub-Mediterranean Slovenia in the
warm half of the year during the so-called pre-
instrumental period,” based on “data gathered in
secondary and tertiary historical sources.”

Speaking of “violent storms” and “the periods in
which these phenomena were more frequent and
reached, as to the costs of damage caused, the level of
natural disasters or even catastrophes,” Ogrin reports
“the 17th and 18th centuries were undoubtedly such
periods, particularly their first halves, when besides
storms also some other weather-caused natural
disasters occurred quite often, so that the inhabitants,
who mainly depended on the self-subsistent
agriculture, could not recover for several years after
some consecutive severe rigors of the weather.” In
addition, he notes, “the frequency of violent storms in
that time was comparable to the incidence towards the
end of the 20th century.”

In commenting on these findings, Ogrin, who is
in the Department of Geography of the University of
Ljubljana, writes that the late twentieth-century
increase in violent storms “is supposed to be a
human-generated consequence of emitting
greenhouse gasses and of the resulting global
warming of the atmosphere.” However, he reports
“the damage done by severe storms in the past does
not differ significantly from the damage in the
present.” And this suggests the weather extremes of
today may well be caused by something else, for if

they have occurred in the past for a different reason
(and they have), they can be occurring today for a
different reason as well.

Moving to the Southern Hemisphere, Page et al.
(2010) extracted sediment cores from Lake Tutira on
the eastern North Island of New Zealand in an effort
to develop a 7,200-year history of the frequency and
magnitude of storm activity, based on analyses of (1)
sediment grain size; (2) diatom, pollen, and spore
types and concentrations; plus (3) carbon and nitrogen
concentrations; together with (4) tephra and
radiocarbon dating. Results indicated “the average
frequency of all storm layers is one in five years,” but
that “for storm layers >= 1.0 cm thick, the average
frequency is every 53 years.” And in this regard, they
state that over the course of their record, “there are 25
periods with an increased frequency of large storms”
and the onset and cessation of these stormy periods
“was usually abrupt, occurring on an inter-annual to
decadal scale.” They also note the duration of these
stormy periods “ranged mainly from several decades
to a century,” but “a few were up to several centuries
long” and “intervals between stormy periods range
from about thirty years to a century.” In addition, they
find millennial-scale cooling periods tend to
“coincide with periods of increased storminess in the
Tutira record, while warmer events match less stormy
periods.”

Concluding their analysis, Page et al. note there is
growing concern today, driven by climate models,
that global warming may cause abrupt changes in
various short-term meteorological phenomena, “when
either rapid or gradual forces on components of the
earth system exceed a threshold or tipping point.”
However, as is demonstrated by the results of their
work in the real world, the sudden occurrence of a
string of years—or even decades—of unusually large
storms can happen at almost any time on its own,
without being driven by human activities such as the
burning of fossil fuels.

Noting “hail is one of the most extreme weather
phenomena, causing great loss to agriculture every
year in China (Han, 1999),” Xie and Zhang (2010)
decided to see whether this particular storm
phenomenon had gotten any worse throughout China
in recent years.

Xie et al. (2008) had previously found a
“significant decreasing trend of hail frequency in
most of China from the early 1980s based on 46 years
of data during 1960-2005.” Thus Xie and Zhang
began with the knowledge that for this vast country
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one of two types of potential hail extremes (hailstorm
frequency) had not complied with the IPCC’s
predictions. Therefore, the two researchers focused on
the other type of extreme (hailstone size), noting
“changes in hail size are also an important aspect of
hail climatology.” They went on to study the long-
term trend of hail size in four regions of China over
the period 1980-2005, using maximum hail diameter
data  obtained  from  the Meteorological
Administrations of Xinjiang Uygur Autonomous
Region (XUAR), Inner Mongolia Autonomous
Region (IMAR), Guizhou Province, and Hebei
Province.

The two authors report their work revealed an
uptrend in maximum hail diameter in Hebei, a flat
trend in XUAR, and a slight downtrend in Guizhou
and IMAR, but they add “none of the trends is
statistically significant.” In light of these findings, it
seems clear the global warming of the past few
decades has led to no increase in the extremeness of
Chinese hail storms.

Examining dust storms in China, Zhu et al. (2008)
write, “changes in occurrences of natural disasters,
which are possibly associated with global warming,
have been receiving ever-increasing attention
worldwide” and the “dust storm is one of the severe
disastrous weather [phenomena] in China.” In this
regard, however, and in contrast to the general tenor
of most discussions of the issue, they say “a number
of studies have shown that the spring dust storm
frequency (DSF) bears a negative correlation with the
local surface air temperature, and exhibits a
downward trend over the past 50 years,” citing the
studies of Qian et al. (2002a), Zhou and Zhang
(2003), Zhai and Li (2003), Zhao et al. (2004), Fan et
al. (2006), and Gong et al. (2006, 2007) in support of
this statement.

Zhu et al. explored “the long-term variation of
Chinese DSF in spring (March to May), and its
possible linkage with the global warming and its
related circulation changes in the Northern
Hemisphere,” using data from 258 stations within the
region surrounding Lake Baikal (70-130°E, 45—
65°N) over the period 1954 to 2007. The results of
this effort indicated a “prominent warming” in recent
decades, as well as “an anomalous dipole circulation
pattern” in the troposphere that “consists of a warm
anti-cyclone centered at 55°N and a cold cyclone
centered around 30°N,” leading to “a weakening of
the westerly jet stream and the atmospheric
baroclinicity in northern China and Mongolian
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regions, which suppress the frequency of occurrence
and the intensity of the Mongolian cyclones and result
in the decreasing DSF in North China.”

Peng et al. (2010) used snow-depth measurements
collected at 279 meteorological stations scattered
across the country, plus collocated satellite-derived
Normalized Difference Vegetation Index (NDVI)
data, to investigate spatio-temporal changes in snow
depth over the period 1980-2006 and the effects of
those changes on vegetative growth the following
spring and summer. The five researchers report, “over
the past three decades, winter snow depth overall
increased in northern China, particularly in the most
arid and semiarid regions of western China where
desert and grassland are mainly distributed,” and they
state that in those specific areas there were positive
correlations between mean winter snow depth and
spring NDVI data. In addition, they note Piao et al.
(2005) determined the net primary productivity of the
same desert and grasslands during 1982-1999
“increased by 1.6% per year and 1.1% per year,
respectively,” and “desertification has been reversed
in some areas of western China since the 1980s,”
citing the work of Runnstrom (2000), Wu (2001),
Zhang et al. (2003), and Piao et al. (2005).

In discussing the implications of their findings,
Peng et al. write the “increase in vegetation coverage
in arid and semiarid regions of China, possibly driven
by winter snow, will likely restore soil and enhance
its antiwind-erosion ability, reducing the possibility of
released dust and mitigating sand-dust storms,” while
noting the frequency of sand-dust storms has indeed
“declined in China since the early 1980s (Qian et al.,
2002b; Zhao et al., 2004).” Thus, as the world has
warmed over the past three decades, there has been
another concomitant climatic change across China
above 40°N latitude (an increase in winter snow
depth) that has prompted a biological change
(increased vegetative growth in desert areas and
grasslands) that has prompted yet another climatic
change (a reduction in sand-dust storms), all of which
could be considered positive developments.

In examining another storm-related extreme
weather event, Diffenbaugh et al. (2008) briefly
reviewed what is known about responses of U.S.
tornadoes to rising temperatures. On the theoretical
side of the issue, Diffenbaugh et al. indicate there are
competing ideas about whether tornadoes might
become more or less frequent and/or severe as the
planet warms. On the observational side, there is also
much uncertainty about the matter. They write, for
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example, “the number of tornadoes reported in the
United States per year has been increasing steadily
(~14 per year) over the past half century.” However,
they state, “determining whether this is a robust trend
in tornado occurrence is difficult” because “the
historical record is both relatively short and non-
uniform in space and time.” In addition, the increase
in yearly tornado numbers runs parallel with the
concurrent increase in the country’s population,
which makes for that much better geographical
coverage and more complete (i.e., numerous)
observations.

On the other hand, the three researchers report the
number of tornadoes classified as the most damaging
(F2-F5 on the Fujita scale) may have decreased over
the past five decades (1954-2003), as their reported
frequency of occurrence runs counter to the trend of
the country’s population. The graphs they present
show yearly F2—F5 tornado numbers in the latter half
of the record period dropping to only about half of
what they were during its first half, while
corresponding data from the U.S. Southern Great
Plains show damaging tornado numbers dropping to
only about a third of what they were initially.
Nevertheless, Diffenbaugh et al. consider the question
posed in the title of their paper—“Does global
warming influence tornado activity?”—to be
unresolved, stating, “determining the actual
background occurrence and trend in tornado activity
over recent decades will certainly require further
development of other analysis approaches.”

In another study of the subject published two
years later, Timbal et al. (2010) explored the
presumed effect of global warming on cool-season
tornadoes in southern Australia, where four climate
models were employed in their analysis, with the
IPCC’s highest greenhouse gas emissions scenario
(A2) being used for projections. Previously, it had
been shown two climate variables were strongly
predictive of tornado frequency in this region: (1) an
atmospheric instability threshold, and (2) the strength
of vertical wind shear. These two variables were
tuned to each climate model employed so the
predicted tornado frequency for the base-case model
run matched actual data in order to accommodate
different spatial resolution and bias in the models.

The exercise revealed the future climates
projected by the four models over the next 100 years
all yielded lower probabilities of cool-season tornado
occurrence. The authors attributed this decline to
increases in the Southern Annular Mode index, which

causes increased atmospheric stability in the lower
troposphere. This study demonstrates that even
climate models, in which we admittedly do not have
much confidence, do not always forecast worse
weather in a warmer world.

Barredo (2010) writes, “on 18 January 2007,
windstorm Kyrill battered Europe with hurricane-
force winds killing 47 people and causing 10 billion
US$ in damage.” In light of model-based predictions
that such storms will increase in the future, the author
“put Kyrill into an historical context by examining
large historical windstorm event losses in Europe for
the period 1970-2008 across 29 European countries,”
asking the question “what economic losses would
these historical events cause if they were to recur
under 2008 societal conditions?”

According to the researcher—who is employed
by the Institute for Environment and Sustainability,
European Commission-Joint Research Centre in
Ispra, Italy—Ioss data resulting from numerous prior
storms “were sourced from reinsurance firms and
augmented with historical reports, peer-reviewed
articles and other ancillary sources,” and the extracted
data were “adjusted for changes in population, wealth,
and inflation at the country level and for inter-country
price differences using purchasing power parity.” The
results obtained indicate “no trend in the normalized
windstorm losses and confirm increasing disaster
losses are driven by society factors and increasing
exposure.” Barredo thus concludes, “increasing
disaster losses are overwhelmingly a consequence of
changing societal factors.”

Although it is frequently claimed that recent
destructive storms of all types are the result of the
historical warming of the world over the past several
decades, it is incorrect to do so, for Barredo states that
what is true of windstorms in Europe also has “been
shown to be the case for flood and hurricane losses in
the US (Pielke Jr. and Landsea, 1998; Pielke Jr. and
Downton, 2000; Pielke Jr. et al., 2008), tornadoes in
the U.S. (Brooks and Doswell, 2001), hurricane losses
in the Caribbean region (Pielke Jr. et al., 2003),
weather extremes in the U.S. (Changnon et al., 2000;
Changnon, 2003), flood losses in Europe (Barredo,
2009), tropical cyclones in India (Raghavan and
Rajesh, 2003), and weather-driven disasters in
Australia (Crompton and McAneney, 2008).” He
notes “all of these studies found no significant trends
of losses after historical events were normalized to
current conditions in order to account for
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demonstrably
factors.”

changing societal/demographic
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5.5. Hurricanes

In its Fourth Assessment Report, the IPCC states “it is
likely that future tropical cyclones (typhoons and
hurricanes) will become more intense, with larger
peak wind speeds and more heavy precipitation
associated with ongoing increases of tropical sea
surface temperatures” (IPCC, 2007). However, as was
shown in the 2009 NIPCC report (Idso and Singer,
2009), numerous peer-reviewed studies reveal that
will not be the case. In this section we present the
results of more recent studies not reviewed in the
2009 NIPCC report.

Fan and Liu (2008) note “the recent increase in
typhoon (tropical cyclone) activity has attracted great
interest and induced heated debates over whether it is
linked to global warming” and “skeptics of the global
warming connection think that we are just at an active
phase of multi-decadal variations in typhoons.” They
present “a brief review and synthesis on the major
research advances and findings of
paleotempestology,” which they describe as “a young
science” that “studies past typhoon activity spanning
several centuries to millennia before the instrumental
era through the use of geological proxies and
historical documentary records.”

The two researchers report “typhoon-proxy data
show that there does not exist a simple linear
relationship  between typhoon frequency and
Holocene climate (temperature) change,” noting “case
studies based on geological proxy records show that a
warmer climate alone during the Holocene Optimum
may not have increased the frequency of intense
typhoons” and “in the last millennium, the frequency
of typhoon activity was not found to fluctuate linearly
with climatic change over the centennial timescale.”
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In fact, and “on the contrary,” as they continue,
“typhoon frequency seemed to have increased at least
regionally during the coldest phases of the Little Ice
Age.” In addition, they report “more typhoons and
hurricanes make landfalls in China, Central and North
America during La Nifia years than El Nifio years,”
which finding, if anything, is the opposite of what the
IPCC contends.

Swinging the pendulum slightly in the opposite
direction one year later were Mann et al. (2009), who
developed two 1,500-year histories of North Atlantic
tropical cyclone (TC) activity. The first of these proxy
records, as they describe it, was derived from “a
composite of regional sedimentary evidence of
landfalling hurricanes,” which included “a site from
the Caribbean (Vieques, Puerto Rico), one from the
US Gulf Coast, one from the southeastern US coast,
three from the mid-Atlantic coast (one from New
York and two from New Jersey) and two from
southeastern New England (one from Rhode Island
and another from Massachusetts).”

The second of the two estimates employed “a
previously published statistical model of Atlantic
tropical cyclone activity driven by proxy
reconstructions of past climate changes,” the three
climate factors being “(1) the sea surface temperature
over the main development region for tropical
Atlantic tropical cyclones, which reflects the
favorability of the local thermodynamic environment,
(2) the EI Nifio/Southern Oscillation, which
influences the amount of (unfavorable) vertical wind
shear, and (3) the North Atlantic Oscillation, which
affects the tracking of storms, determining how
favorable an environment they encounter.”

The results of this enterprise revealed, in their
words, “periods of high [TC] activity (that is,
comparable to current levels) during a medieval era of
roughly AD 900-1100.” And because they found the
level of medieval activity “matches or even exceeds
current levels of activity within uncertainties for the
statistical model,” it is highly likely the temperatures
of the North Atlantic’s main TC development region,
as well as the Nifio3 region, were equivalent to, or
even greater than, those of the recent past.

Even more support for this conclusion is provided
by the study of Landsea et al. (2009), who explored
the influence of TC duration on observed changes in
TC frequency, using the HURDAT Atlantic TC
database. Their work revealed “the occurrence of
short-lived storms (duration two days or less) in the
database has increased dramatically, from less than
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one per year in the late-19th/early-20th Century to
about five per year since about 2000, while moderate
to long-lived storms have increased little, if at all.”
They conclude, “the previously documented increase
in total TC frequency since the late 19th Century in
the database is primarily due to an increase in very
short-lived TCs,” which they attribute to
“improvements in the quantity and quality of
observations, along with enhanced interpretation
techniques.”

Interestingly, just as in the case of the discredited
“hockey stick” temperature history of Mann et al.
(1998, 1999) and Mann and Jones (2003), the Atlantic
TC history of Mann et al. (2009) consists of
reconstructed results (“apples”) up until the mid-
nineteenth century, after which observational results
(“oranges”) are employed. And those oranges pile up
ever faster over the most recent 150 years of
observational data, leaving the prior apples in their
dust, just as the results of Landsea et al.’s analysis
suggest they should. But when the latter researchers
adjust for this artifactual phenomenon, they find “no
significant [TC] trend remains using either an 1878 or
a 1900 starting point.” This development suggests the
Medieval Warm Period may have been much warmer
than what the Current Warm Period has been to date.

Further tilting the scales in favor of the skeptics,
Wallace and Anderson (2010) collected 37 sediment
cores along eight transects within Laguna Madre, an
elongate water body located behind the narrow low-
elevation barrier that is Texas, USA’s South Padre
Island. Based on the vertical distribution and grain
size of storm over-wash sediments contained within
four of those cores from two transects that were most
ideally positioned, they were able to construct a
detailed history of intense hurricane strikes from
5,300 to 900 years before present (BP).

Based on their analyses, Wallace and Anderson
report “there has been no notable variation in intense
storm impacts across the northwestern Gulf of
Mexico coast during this time interval,” i.e., 5,300—
900 yr BP, “implying no direct link between changing
climate conditions and annual hurricane impact
probability.” In addition, they state, “there have been
no significant differences in the landfall probabilities
of storms between the eastern and western Gulf of
Mexico during the late Holocene, suggesting that
storm steering mechanisms have not varied during
this time.”

In discussing their findings—as well as the
similar results obtained by others for Western Lake,

Florida, and Lake Shelby, Alabama—the two Rice
University (Houston, Texas) researchers say current
rates of intense hurricane impacts “do not seem
unprecedented when compared to intense strikes over
the past 5000 years” and “similar probabilities in
high-intensity hurricane strikes for the eastern and
western Gulf of Mexico do not show any clear-cut
out-of-phase relationship that would enlighten us as to
climate controls on storm pathways.”

In a study of tropical cyclone trends in the more
recent past, Vecchi et al. (2008) write “a key question
in the study of near-term climate change is whether
there is a causal connection between warming tropical
sea surface temperatures (SSTs) and Atlantic
hurricane activity.” As they explain in more detail,
there are two schools of thought on this topic. One
posits that the intensity of Atlantic Basin hurricanes is
directly related to the absolute SST of the basin’s
main development region, which would be expected
to rise in response to global warming. The other
posits that Atlantic hurricane intensity is directly
related to the SST of the Atlantic basin’s main
development region relative to the SSTs of the other
tropical ocean basins, a factor that could rise or fall to
a modest degree in response to global warming.

In conducting their analysis of the subject, based
on pertinent data obtained between 1946 and 2007,
Vecchi et al. plotted Atlantic hurricane power
dissipation index (PDI) anomalies calculated from
both the absolute SST values of the Atlantic Basin
and the relative SST values derived from all tropical
ocean basins as a function of time, extending them
throughout most of the current century based on
projections of the two parameters obtained from 24
different climate models. They then compared the
results they obtained between1946 and 2007 with the
measured PDI anomalies. “Between 1946 and 2007,”
the researchers found, the relative SST “is as well
correlated with Atlantic hurricane activity as the
absolute SST.” However, they report the “relative
SST does not experience a substantial trend in 21st-
century projections” and, therefore, they conclude, “a
future where relative SST controls Atlantic hurricane
activity is a future similar to the recent past, with
periods of higher and lower hurricane activity relative
to present-day conditions due to natural climate
variability, but with little long-term trend.”

This result, as Vecchi et al. describe it, “suggests
that we are presently at an impasse” and that “many
years of data will be required to reject one hypothesis
in favor of the other,” as the projections derived from
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the absolute and relative SST parameters “do not
diverge  completely  until  the  mid-2020s.”
Consequently, if the absolute SST ultimately proves
to be the proper forcing factor, concerns based on this
thesis would have some validity. But if the relative
SST proves to be the controlling factor, the
researchers state, “an attribution of the recent increase
in hurricane activity to human activities is not
appropriate, because the recent changes in relative
SST in the Atlantic are not yet distinct from natural
climate variability.”

In a contemporaneous study also focused on the
Atlantic basin, Chylek and Lesins (2008) write, “on
the basis of hurricane thermodynamics it is plausible
to expect hurricane strength to increase with
increasing sea surface temperature,” and they say
some recent papers have “claimed detection of such
an increase (Emanuel, 2005; Webster et al., 2005;
Holland and Webster, 2007) while others reported
little or no trend (Solow and Moore, 2002; Landsea,
2005; Pielke, 2005; Klotzbach, 2006; Landsea et al.,
2006; Nyberg et al., 2007; Kossin et al., 2007).”

To explore this issue, Chylek and Lesins “apply
simple statistical methods to the NOAA HURDAT
record of storm activity in the North Atlantic basin
between 1851 and 2007 to investigate a possible
linear trend, periodicity and other features of
interest.” Using “a hurricane activity index that
integrates over hurricane numbers, durations, and
strengths,” the two researchers report discovering “a
quasi-periodic behavior with a period around 60 years
superimposed  upon a linearly increasing
background.” However, they note “the linearly
increasing background is significantly reduced or
removed when various corrections were applied for
hurricane undercounting in the early portion of the
record.”

Further noting “the last minimum in hurricane
activity occurred around 1980,” Chylek and Lesins
compare the two 28-year periods on either side of this
date and find “a modest increase of minor hurricanes,
no change in the number of major hurricanes, and a
decrease in cases of rapid hurricane intensification.”
They conclude, “if there is an increase in hurricane
activity connected to a greenhouse gas induced global
warming, it is currently obscured by the 60-year
quasi-periodic cycle.”
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In another study published the same vyear,
Klotzbach and Gray (2008) employed sea surface
temperature (SST) data for the far North Atlantic (50—
60°N, 50-10°W) and sea-level pressure (SLP) data
for the North Atlantic (0-50°N, 70-10°W) to
construct an index of the Atlantic Multidecadal
Oscillation (AMO), which they defined as the
difference between the standardized SST and SLP
anomalies (SST-SLP) for the hurricane season of
June—November, and which they evaluated for the
period 1878-2006. They then compared their results
(to which they applied a 1-2-3-2-1 filter) with several
hurricane properties.

Klotzbach and Gray’s analysis revealed the
existence of three positive and two negative AMO
phases over the period of their study, as can be seen
in Figure 5.5.1.

In comparing annually averaged results for
tropical cyclone (TC) characteristics between the
positive and negative AMO phases indicated in the
above graph, it can be calculated from the TC data of
the authors that the positive AMO phase-to-negative
AMO phase ratios of hurricane numbers, hurricane
days, major hurricane numbers, and major hurricane
days were 1.53, 1.89, 2.00, and 2.46, respectively,
over the period studied, while for the 20 most positive
and 20 most negative AMO years the same ratios, in
the same order, were 1.73, 2.41, 2.80, and 4.94.

Given such findings, it is clear the state of the
North Atlantic AMO is tremendously important to
hurricane genesis and development, and this striking
natural variability makes it impossible to determine
whether there is any long-term trend in the TC data
that might be due to twentieth-century global
warming.

In one final study of the Atlantic basin, Bender et
al. (2010) “explored the influence of future global
warming on Atlantic hurricanes with a downscaling
strategy by using an operational hurricane-prediction
model that produces a realistic distribution of intense
hurricane activity for present-day conditions.” The
researchers worked with 18 models from the World
Climate Research Program’s Coupled Model
Intercomparison Project 3 and employed the
Intergovernmental Panel on Climate Change’s A1B
emissions scenario.
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Figure 5.5.1. North Atlantic Multidecadal Oscillation (AMO) Index. Adapted from

Klotzbach and Gray (2008).

The result of this exercise was, in their words, “an
increase in the number of the most intense storms for
the warmer climate compared with the control
climate.” Bender et al.’s modeling work predicted that
for “category 4 and 5 hurricanes with maximum
winds greater than 60 m/s, the total number increased
sharply from 24 to 46,” and “hurricanes with winds
greater than 65 m/s increased from 6 to 21.”
However, they report there were reductions in the
total number of hurricanes of all categories, which
seems to contradict that finding.

In  further discussing their findings, the
researchers comment on the wide range of variability
in what the various models predicted. They note, for
example, that an increase in hurricane-caused
“damage potential” of +30% was projected for the 18-
model ensemble, while a range of -50% to +70% was
found for four models for which they did more
detailed work. This extreme range of variability
reduces confidence in their mean result.

On another point, Bender et al.’s findings
contradict the popular claim of a link between the
occurrence of strong hurricanes of the recent past and
supposedly unnatural and unprecedented CO,-induced
global warming. Although the new model results
suggest “a significant anthropogenic increase in the
frequency of very intense Atlantic hurricanes may
emerge from the background climate variability,” the

researchers find this development would likely not
occur until “the latter half of the 21st century.”

Kerr (2010) reports, in a commentary on Bender
et al.’s study, that the researchers “are looking for yet
more computer power and higher resolution to boost
the realism of simulations.” Kerr further writes, “if
the models continue to converge as realism increases,
the monster storms that seemed to be already upon us
would be removed to decades hence.”

But who really knows, when one is working with
much-less-than-perfect models of a complex
planetary climate/weather system? As Kerr reports,
even the researchers themselves “caution” that their
findings are still “far from the last word” on the
subject.

Moving next to the Pacific Ocean, Harper et al.
(2008) begin their analysis by noting there is
“increasing concern that anthropogenic climate
change may be increasing TC [tropical cyclone]
intensity.” In their contribution to the debate, they
analyze several “potential influences on the accuracy
of estimating TC intensity over time due to increasing
technology, methodology, knowledge and skill” for
TCs that occurred off the coast of northwestern
Australia, primarily in a band between 5 and 25°S,
over the period 1968/69 to 2000/01.

The results of this research show, in the words of
the four Australian researchers, that “a bias towards
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lower intensities likely exists in earlier (mainly pre-
1980) TC central pressure deficit estimates of the
order of at least 20 per cent in 1970, reducing to
around ten per cent by 1980 and to five per cent in
1985,” indicating “inferred temporal trends in the
estimated intensity from the original data-sets are
therefore significantly reduced in the objectively
reviewed data-set.” They conclude, “there is no prima
facie evidence of a potential climate-change induced
trend in TC intensity in northwestern Australia over
the past 30 years.”

Weighing in on the subject two years later were
Song et al. (2010), who write, “in recent years, there
has been increasing interest in whether global
warming is enhancing tropical cyclone (TC) activity,”
as has been claimed by Emanuel (2005) and Webster
et al. (2005). One of the main sources of contention
over this matter has been the work of Wu et al. (2006)
and Yeung (2006), who examined the best track data
from the Regional Specialized Meteorological Center
(RSMC), Tokyo, Japan, and of the Hong Kong
Observatory of China (HKO). “In contrast to Webster
et al. (2005),” as Song et al. describe it, these authors
(Wu et al. and Yeung) found “there was no increase
in category 4-5 typhoon activity in the western North
Pacific [WNP] basin,” and that “neither RSMC nor
HKO best track data suggest an increase in TC
destructiveness.” They further state, “other studies
also examined the differences in TC data sets from
the Joint Typhoon Warning Center (JTWC) of the
U.S. Naval Pacific Meteorology Oceanography
Center in Hawaii, the RSMC, and the Shanghai
Typhoon Institute  (STI) of [the] China
Meteorological Administration in Shanghai (Lei,
2001; Kamahori et al., 2006; Ott, 2006; Yu et al.,
2007),” and they indicate, “so far, the reported trends
in TC activity in the WNP basin have been detected
mainly in the JTWC best track data set.” This
anomalous dataset was employed by Emanuel (2005)
and Webster et al. (2005) in drawing their anomalous
conclusions.

To help resolve the discrepancies exhibited by the
JTWC typhoon database, Song et al. analyzed
differences of track, intensity, frequency, and the
associated long-term trends of those TCs that were
simultaneously recorded and included within the best
track data sets of the JTWC, the RSMC, and the STI
from 1945 to 2007. In the words of the Chinese
researchers, “though the differences in TC tracks
among these data sets are negligibly small, the JTWC
data set tends to classify TCs of category 2-3 as
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category 4-5, leading to an upward trend in the
annual frequency of category 4-5 TCs and the annual
accumulated power dissipation index, as reported by
Webster et al. (2005) and Emanuel (2005).” They add
“this trend and potential destructiveness over the
period 1977-2007 are found only with the JTWC data
set,” and that actual downward trends ““are apparent in
the RSMC and STI data sets.”

In light of the findings of Song et al., plus those
of the other scientists they cite, there would appear to
be little doubt that the studies of Emanuel (2005) and
Webster et al. (2005), which the IPCC has hailed as
proof of their claim that global warming leads to more
intense tropical cyclones/hurricanes, actually provide
no such evidence at all.

Concerns over the possibility of more frequent
and more intense tropical cyclones for China were
discussed in a contemporaneous study by Fengjin and
Ziniu (2010). They note, “in 2006, meteorological
disasters in China caused 3485 casualties and 25.2
billion yuan RMB in direct economic losses, of which
TCs accounted for 30% of the total economic losses
and 43% of the casualties.” In an attempt to establish
whether the past few decades give any indication of
the alarmist expectations occurring any time soon,
Fengjin and Ziniu used “data on the time and site of
TC generation and landfall, TC tracks, and the
intensity and duration of TCs in the Western North
Pacific [WNP] and China during 1951-2008,” which
they obtained from the China Meteorological
Administration, to analyze the characteristics of TCs
that made landfall in China over that period.

According to the two researchers, the data
indicate “a decreasing trend in the generation of TCs
in the WNP since the 1980s” and “the number of TCs
making landfall has remained constant or shown only
a slight decreasing trend.” They report “the number of
casualties caused by TCs in China appears to show a
slight decreasing trend,” as would be expected under
these less-dangerous circumstances. On the other
hand, they find “the value of economic loss is
increasing significantly,” which they attribute to “the
rapid economic development in China, particularly in
TC-prone areas.”

Working in the northwest Australian (NWAUS)
sub-basin of the southeastern Indian Ocean (0-35°S,
105°-135°E), Goebbert and Leslie (2010) examined
interannual TC variability over the 39-year time
period 1970-2008, using the Woodside Petroleum
Ltd. reanalysis TC dataset described by Harper et al.
(2008), in order to focus on these two important TC
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characteristics (frequency and intensity), as well as 11
other TC metrics.

The two researchers found “no significant linear
trends in either mean annual TC frequencies or TC
days,” and there was also “no trend in the number of
intense TCs for the NWAUS sub-basin.” In fact, they
state, “none of the 13 NWAUS TC metrics exhibited
statistically significant linear trends.” In addition,
they note, “known climate indices—such as Nifio-3.4,
Nifio-4, SOI, NOI, PDO, NAO, and others—generally
were found not to be significantly correlated to the
variability of TC frequency or TC days in the
NWAUS region.” Once again, theoretical concerns
are not supported by real-world data.

Examining hurricane trends in two ocean basins,
Wang and Lee (2009) write that in the Western
Hemisphere, tropical cyclones (TCs) “can form and
develop in both the tropical North Atlantic (NA) and
eastern North Pacific (ENP) Oceans, which are
separated by the narrow landmass of Central
America,” and “in comparison with TCs in the NA,
TCs in the ENP have received less attention although
TC activity is generally greater in the ENP than in the
NA (e.g., Maloney and Hartmann, 2000; Romero-
Vadillo et al., 2007).” In exploring how the TC
activities of the NA and ENP ocean basins might be
related to each other over the period 1949-2007, as
well as over the shorter period of 1979-2007, Wang
and Lee employed several different datasets to
calculate the index of accumulated cyclone energy
(ACE), which accounts for the number, strength, and
duration of all TCs in a given season.

The two U.S. scientists discovered “TC activity in
the NA varies out-of-phase with that in the ENP on
both interannual and multidecadal timescales,”
meaning “when TC activity in the NA increases
(decreases), TC activity in the ENP decreases
(increases).” They found “the out-of-phase
relationship seems to [have] become stronger in the
recent decades,” as evidenced by interannual and
multidecadal correlations between the NA and ENP
ACE indices of -0.70 and -0.43, respectively, for the
period 1949-2007, but -0.79 and -0.59, respectively,
for the period 1979-2007.

Thus, in terms of the combined TC activity over
the NA and ENP ocean basins as a whole, there is
little variability on either interannual or multidecadal
timescales, and real-world empirical data suggest the
variability that does exist over the two basins has
grown slightly weaker as the Earth has warmed over
the past six decades. This, too, contradicts claims that

hurricanes or tropical cyclones become more
numerous, stronger, and longer-lasting as
temperatures rise.

In another multiple-ocean-basin study focusing
on five ocean basins—the Atlantic (1960-2007), the
Western North Pacific (1960-2007), the Eastern
North Pacific (1960-2007), the South Indian Ocean
(1981-2007), and the South Pacific (1981-2007)—
Chan (2009) examined the relationship between the
seasonally averaged maximum potential intensity
(MPI, an index of thermodynamic forcing) over each
basin where TCs typically form and the seasonal
frequency of occurrence of intense TCs.

The results of this work indicated “only in the
Atlantic does the MPI have a statistically significant
relationship with the number of intense TCs,
explaining about 40% of the [observed] variance,”
whereas “in other ocean basins, there is either no
correlation or the correlation is not significant.”
Moreover, “even in the Atlantic, where a significant
correlation between the thermodynamic [temperature-
related] factors and the frequency of intense TCs
exists,” the Chinese researcher states, “it is not clear
whether global warming will produce a net increase
in such a frequency, because model projections
suggest an increase in vertical wind shear associated
with an increase in sea surface temperature,” and this
phenomenon tends to inhibit intense TC development.
He concludes, “it remains uncertain whether the
frequency of occurrence of intense TCs will increase
under a global warming scenario.”

Finally, Wang et al. (2010) examined the impact
of the rising sea surface temperature (SST) on tropical
cyclone activity, noting, “with the observed warming
of the tropics of around 0.5°C over the past four to
five decades, detecting the observed change in the TC
activity may shed light on the impact of the global
warming on TC activity.”

Wang et al. examined cross-basin spatial-
temporal variations of TC storm days for the Western
North Pacific (WNP), the Eastern North Pacific
(ENP), the North Atlantic (NAT), the North Indian
Ocean (NIO), and the Southern Hemisphere Ocean
(SHO) over the period 1965-2008, for which time
interval pertinent satellite data were obtained from the
U.S. Navy’s Joint Typhoon Warning Center for the
WNP, NIO and SHO, and from the U.S. NASA’s
National Hurricane Center for the NAT and ENP.

The five researchers report, “over the period of
1965-2008, the global TC activity, as measured by
storm days, shows a large amplitude fluctuation
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regulated by the EI Nifio-Southern Oscillation and the
Pacific Decadal Oscillation, but has no trend,
suggesting that the rising temperature so far has not
yet [had] an impact on the global total number of
storm days.” This implies “the spatial variation of
SST, rather than the global mean temperature, may be
more relevant to understanding the change of the
global storm days.”

In conclusion, four decades of data and the many
studies discussed here conclusively disprove the
claim that global warming increases tropical storm
activity on a global basis.
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5.6. Fire

According to model-based predictions, CO,-induced
global warming will cause larger and more intense
wildfires. Girardin et al. (2009), for example, write,
“in boreal forests, climate change may act upon fuels
through increased evapotranspiration not
compensated for by increasing precipitation, or
increased frequency of extreme drought years due to
more persistent and frequent blocking high-pressure
systems,” both of which phenomena are typically
predicted to lead to more and larger wildfires. In
addition, they state, “earlier snowmelt and longer
summer droughts with climate change [i.e., warming]
could also expose forests to higher wildfire risk.”

To explore this possibility, Girardin et al.
investigated “changes in wildfire risk over the 1901—
2002 period with an analysis of broad-scale patterns
of drought variability on forested eco-regions of the
North American and Eurasian continents.” The seven
scientists report their analyses “did not reveal
widespread patterns of linear increases in dryness
through time as a response to rising Northern
Hemisphere temperatures.” Instead, they “found
heterogeneous patterns of drought severity changes
that were inherent to the non-uniformly distributed
impacts of climate change on dryness.” In addition,
they note, “despite warming since about 1850 and
increased incidence of large forest fires in the 1980s,
a number of studies indicated a decrease in boreal fire
activity in the last 150 years or so (e.g. Masters, 1990;
Johnson and Larsen, 1991; Larsen, 1997; Lehtonen
and Kolstrom, 2000; Bergeron et al., 2001, 2004a,b;
Mouillot and Field, 2005).” And they state “this holds
true for boreal southeastern Canada, British
Columbia, northwestern Canada and Russia.”

With respect to this long-term “diminishing fire
activity,” as they describe it, Girardin et al. state, “the
spatial extent for these long-term changes is large
enough to suggest that climate is likely to have played
a key role in their induction.” Interestingly, that role
would appear to be one of reducing fire activity, just
the opposite of what the IPCC contends should occur.
To emphasize that point and provide still more
evidence for it, they state, “the fact that diminishing
fire activity has also been detected on lake islands on
which fire suppression has never been conducted
provides another argument in support of climate
control” over the incidence of fires.

Working on a much smaller geographical scale,
Turner et al. (2008) analyzed micro-charcoal, pollen,
and stable oxygen isotope (8'°0) data from sediment
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cores extracted from two crater lake basins in central
Turkey, from which they reconstructed synchronized
fire, vegetation, and climate histories extending back
more than 15,000 years. Based on this analysis, the
authors determined “climatically-induced variation in
biomass availability was the main factor controlling
the timing of regional fire activity during the Last
Glacial-Interglacial climatic transition, and again
during Mid-Holocene times, with fire frequency and
magnitude increasing during wetter climatic phases.”
In addition, spectral analysis of the Holocene part of
the record “indicates significant cyclicity with a
periodicity of ~1500 years that may be linked with
large-scale climate forcing.”

Likewise working on a small geographical scale
in a drainage basin located in southeastern Arizona
(USA) and northeastern Sonora (Mexico), Brunelle et
al. (2010) collected sediments during the summers of
2004 and 2005 from the incised channel wall of the
Rio de San Bernardino arroyo and the cienega (a wet,
marshy area where groundwater bubbles to the
surface) surface of the San Bernardino National
Wildlife Refuge, from which samples were taken, as
they describe it, “for charcoal analysis to reconstruct
fire history,” as well as pollen data to infer something
about climate.

The U.S. and Mexican researchers say
“preliminary pollen data show taxa that reflect winter-
dominated precipitation [which implies summer
drought] correspond to times of greater fire activity.”
The results from the fire reconstruction “show an
increase in fire activity coincident with the onset of
ENSO, and an increase in fire frequency during the
Medieval Climate Anomaly.” During this latter
period, from approximately AD 900 to 1260,
“background charcoal reaches the highest level of the
entire record and fire peaks are frequent,” after which
they state, “the end of the MCA shows a decline in
both background charcoal and fire frequency, likely
associated with the end of the MCA-related drought
in western North America (Cook et al., 2004).”

With respect to the future, Brunelle et al. forecast
that if the region of their study warms, “the role of
fire in the desert grasslands is likely to change,” such
that “warming and the continuation of ENSO
variability will likely increase fire frequency (similar
to the MCA) while extreme warming and the shift to
a persistent El Nifio climate would likely lead to the
absence of fires, similar to >5000 cal yr BP.”
Consequently, it would appear that the region of their
study is not yet as warm as it was during the MCA,
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and if the region’s temperature ever were to
significantly eclipse that of the MCA, the frequency
of wildfires there could drop to a barely noticeable
level.

Moving further west and north, Beaty and Taylor
(2009) developed a 14,000-year record of fire
frequency based on high-resolution charcoal analysis
of a 5.5-m-long sediment core extracted from Lily
Pond (39°3°26”N, 120°7°21”W) in the General Creek
Watershed on the west shore of Lake Tahoe in the
northern Sierra Nevada in California (USA), as well
as a 20-cm-long surface core that “preserved the
sediment-water interface.”

The results of this effort indicated “fire episode
frequency was low during the Lateglacial period but
increased through the middle Holocene to a maximum
frequency around 6500 cal. yr BP,” which
“corresponded with the Holocene temperature
maximum (7000—4000 cal. yr BP).” Thereafter, as the
temperature gradually declined, so too did fire
frequency decline, except for a multi-century
aberration they describe as “a similar peak in fire
episode frequency [that] occurred between c¢. 1000
and 600 cal. yr BP during the ‘Medieval Warm
Period’.” This, they write, was followed by an
interval “between c. 500 and 200 cal. yr BP with few
charcoal peaks [that] corresponded with the so-called
‘Little Ice Age’.” Regarding the present, they found
the “current fire episode frequency on the west shore
of Lake Tahoe is at one of its lowest points in at least
the